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1Abstract—A solution strategy is presented using a five-

section transmission line impedance transformer aiming for 
multiple band matching network circuits. In this paper, the 
analysis, which is based on the transmission line theory and 
application of the evolutionary algorithm for the solution of the 
stated problem are explained. Design of the matching networks 
was performed and optimized at three different frequencies 1.8 
GHz, 2.4 GHz and 3 GHz at the same time. Tests were 
performed for two different load configurations. The optimized 
design values obtained from the particle swarm optimization 
algorithm were verified for correctness using microwave 
simulator. After the fabrication of the circuits, the 
measurements were taken for these circuits for the validation 
of the design. From the observations that were made, it can be 
concluded that particle swarm optimization can be a good 
choice for the design and optimization of multiple band 
matching network circuits. 
 

Index Terms—computer aided engineering, evolutionary 
computation, impedance matching, microwave circuits, 
particle swarm optimization. 

I. INTRODUCTION 

Impedance matching circuits play a crucial part in 
microwave engineering for enabling circuits to achieve 
maximum power transfer. Impedance matching techniques 
can be characterized into two main categories in terms of 
types of matching networks; lumped matching networks and 
transmission line matching networks. Lumped matching 
networks are usually preferred for low frequency 
applications due to the availability of lumped components 
and also usually are suitable for matching at single 
frequencies. Transmission line matching networks, however, 
are usually preferred because of their availability in lower 
and higher frequencies as well as their adaptability to 
multiple band circuits.  

A single section, quarter wavelength long, transmission 
line can be used to match real load impedance at a single 
frequency. If the load is complex, we can use two section 
transmission lines with different characteristic impedances 
and lengths to achieve this kind of matching. Another 
alternative can be the application of shunt stub matching 
technique.  

If the matching is required at a couple of different 
frequencies at the same time, the addition of multiple 
section transmission lines can be a method. Different 
techniques were presented in the past for solving the 
matching problem at different frequencies.  A three section 
transmission line transformer extended from a two section 
concept was investigated by Chongcheawchamnan et al. [1]. 

A match for real load at three independent frequencies using 
stubbed coupling line was suggested by Wang et al. [2]. 
Another three band matching technique using modified T-
type impedance transformers was proposed by Hu et al. [3]. 
For a dual band operation matching network design with 
multi-section transmission lines using particle swarm 
optimization was suggested and validated by Khodier et al. 
[4]. Design of triple-band impedance transformers using Z-
transform techniques was proposed by Tsai [5-6] and the 
synthesis of unequal length multi-section transmission lines 
for multiband applications was investigated by Kim and Lee 
[7]. 

 
 

Besides doing research on different methodologies in 
matching circuits, different optimization techniques were 
used in microwave circuits. Li et al. used reactive matching 
circuit networks to optimize circuits without the need for 
switches on mobile phones [8]. Sami et al. proposed tri-band 
microstrip antenna design for wireless applications using a 
microwave simulator and genetic algorithm [9]. 
Chongcheawchamnan et al. used multi-section transmission 
lines in designing tri-band Wilkinson power divider [10]. 
They analyzed the circuit and derived a model for tri-band 
operation. For multi-band optimization, Dib and Khodier 
used particle swarm optimization technique for dual band, 
triple band and quad band power dividers [11]. 

In the design of dual band gridded-square and a triple 
band gridded-double-square array, frequency selective 
surfaces differential evolution strategy was proposed by Luo 
[12]. Particle swarm optimization was also used by Donelli 
et al. in the design of a broad-band bidirectional amplifiers 
[13]. Design of microwave devices by fitness-estimation-
based particle swarm optimization algorithm was suggested 
by Fan et al. [14]. Particle swarm optimization combined 
with the simulated annealing and extremal optimization 
algorithms was applied for the solution of the inverse 
scattering problem for determining the shape and location of 
perfectly conducting scatterers by Mhamdi [15]. 

The main motivation in this work was to use particle 
swarm optimization technique to enable the matching at 
three distinct frequencies especially for complex loads 
which is very difficult to attain. As a further contribution, 
the design was evaluated at measurement level so as to 
make sure that the values obtained can be realized in real 
circuits. 

The organization of the paper is as follows: in Section II 
the mathematical analysis for the transmission line 
transformer modelling is described. In Section III the 
optimization algorithms and specifically particle swarm 
optimization is explained. In section IV, the design 
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procedure and definition of resistive and complex load 
design is described. In Section V, the simulation results for 
all three different networks are shown. In Section VI, 
measurement environment and measured results are 
presented. In Section VII, concluding remarks are given. 

II. ANALYSIS 

A simple n-section transmission line transformer is 
illustrated in Fig. 1. Simply we can consider an arbitrary 
load with impedance ZL=RL+jXL connected to a series of 
transmission lines with characteristic impedances Z1, Z2, up 
to Zn and with transmission line lengths l1, l2, up to ln 
respectively. 

 

 
Figure 1. n-section transmission line transformer 

 
Simply using the ideal transmission line theory, we can 

obtain the intermediate impedances, for example the first 
impedance becomes: 
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where β is the phase constant, similarly extending (1), the 
second impedance becomes: 
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and this cascading can be repeated depending on the 

number of transmission lines used in the design, which 
means the general formula can be extended as: 
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where k indicates the number of section of transmission 

lines. Naturally a recursion of this calculation is necessary 
depending on the number of transmission lines. 

This also indicates that there will be 2*k variables for k 
transmission lines that can be varied. Although this can be a 
tedious work, this difficulty can be solved when a computer 
is utilized especially for the recursion process. The addition 
of a suitable effective evolutionary algorithm as an extra aid, 
this design process can be efficiently and correctly 
completed. 

Using evolutionary optimization algorithms in the design 
problems or in finding optimum points became very popular 
due to the advancement of computer programming. If we 
consider some recent work: optimization based on 
phylogram analysis and composed exhaustive search were 
developed to find solutions for combinatorial optimization 

problems with different levels of difficulty by Soares et al. 
[16]. Purcaru et al. used another evolutionary algorithm 
called gravitational search algorithm to find optimal robot 
path [17]. Finding new optimization algorithms or 
modifying existing algorithms for improvement is also 
popular in order to find more efficient methods in 
optimization and design problems. Recently Naseri and 
Hasheminejad suggested a different gene selection method 
on multi-objective ant colony optimization [18]. New 
methods and algorithms arise frequently. Some of the new 
algorithms that can be listed: ideal gas optimization 
algorithm [19], modified version of cuckoo search, island-
based cuckoo search [20], grey wolf optimizer [21], Harris 
Hawks optimization [22], and crossover optimization [23]. 

Knowing the usefulness of optimization algorithms and 
combining the previous problem, we can simply consider 
equation (3), which is a recursive function model with 2*k 
unknowns as indicated, as our optimization problem. It is a 
recursive function, and in order to determine the unknown 
values (impedances and lengths) we can apply an 
evolutionary algorithm.  

III. PARTICLE SWARM OPTIMIZATION 

Particle swarm optimization is an algorithm which was 
originally developed by Eberhart and Kennedy [24]. After 
its emergence, it got the attention of many researchers in 
many different ways. For example, researchers and 
computer scientists worked on the improvement of the 
algorithm. Dynamically adapting the inertia weight using a 
fuzzy system was one of the earliest modifications to the 
particle swarm optimization by Shi and Eberhart [25]. 
Hybrid approach incorporating chaos into particle swarm 
optimization was suggested by Liu et al. [26]. Incorporating 
aging leader and challengers into particle swarm 
optimization was proposed by Chen et al. [27]. Addition of 
differential evolution mutation operator to the accelerated 
particle swarm optimization was proposed by Wang et al. 
[28]. Yang et al. proposed self-adaptive inertia weight to 
speed up the convergence rate recently [29]. For data 
clustering improved hybrid method based on cuckoo 
optimization and modified particle swarm optimization was 
suggested by Bouyer and Hatamlou [30]. Anand and Suganti 
suggested the use of hybrid genetic algorithm and particle 
swarm optimization for forecasting electricity demand [31]. 
Ulker proposed combining significant properties of particle 
swarm optimization and harmony search algorithm forming 
a hybrid algorithm and verified the performance with two 
optimization problems [32]. 

Some researchers worked on the application of this 
algorithm to different problems. Wang et al. proposed the 
application of the particle swarm optimization algorithm to 
the travelling salesman problem using the swap operator and 
swap sequence [33]. Recently Pijarski and Kacejko used 
particle swam optimization in the optimization of voltage 
levels and reactive power flows which were related to 
reactive power compensation [34]. Nammalvar and 
Ramkumar used parameter improved particle swarm 
optimization for enhancing system performance and stability 
in the integration of photovoltaic array in an AC micro-grid 
[35]. Fu et al. used particle swarm optimization in big data 
digging as an application [36]. Chih solved multi-
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dimensional knapsack problem using a modified version of 
particle swarm optimization [37]. A maritime industry 
application as a collision risk assessment, particle swarm 
optimization algorithm was used by Inan and Baba to find 
the safe and shortest path for avoiding the collision [38]. 
Especially in electromagnetic theory and microwave 
engineering the topic has found many different applications. 
Robinson and Rahmat Samii was one of the first in the 
electromagnetics area to use the particle swarm optimization 
technique [39]. Ulker designed simple matching network 
and a coupler using solely particle swarm optimization 
technique [40], also the work was extended to different 
multi-objective problems with different microwave circuit 
configurations [41-43].  

In its simple explanatory form, the algorithm uses 
particles (e.g. birds) which are placed in the search space 
randomly and they move around the search space until the 
search criterion is met. Each particle uses its own history 
and also the location of the best particle (i.e. leader) to reach 
to the final desired solution.  The algorithm in its basic 
original version is shown in Fig. 2. In the figure, v[i] and 
present[i] indicate the velocity and position vectors, where i 
represent the index of a particle. w is the inertia weight 
usually taken between 0.4 to 0.6, c1 and c2 are cognition 
factor and social factor constants usually taken to be close to 
the value 2. The parameter rand() adds randomness to the 
velocity equation. Usually this parameter improves the 
exploration in the space of interest and exploitation, while at 
the same time prevents premature convergence to a local 
optimum point [44,45]. 

 

 
Figure 2. Basic steps of particle swarm optimization 

 
Simply the algorithm can be applied to any research 

problem which the model can be constructed. The research 
problem can be more challenging if the problem has a multi-
objective nature. However, there are many cases which this 
multi-objective criterion was tackled successfully as some 
approaches were for the application and some approaches 
were for developing different strategies. 

Although most of the multi-objective particle swarm 
optimization algorithms adopt single search strategy while 
updating the velocity vector, Lin et al. proposed a multi-
objective particle swarm optimization using multiple search 
strategies [46]. Ma and Qu used multi-objective particle 
swarm optimization in the design optimization of switched 
reluctance motors as maximizing torque per active mass, 
maximizing efficiency and minimizing torque ripple [47]. 
Duchaud et al. used multi-objective particle swarm 
optimization in optimal sizing of a renewable hybrid power 
plant in reducing the annualized cost of the system and the 
imported energy without failing to supply the load [48]. 

Recently geographic information system based multi-
objective particle swarm optimization of charging stations 
for electric vehicles as minimizing the total costs and 
maximizing the coverage was suggested by Zhang et al. 
[49]. As indicated previously, we can consider equation (3) 
in a recursive fashion yielding to five unknowns in resistive 
load designs and yielding to six unknowns in complex load 
design. These are the unknowns that need to be found and 
optimized. The difficulty here is finding the optimum values 
that satisfy the resonance at three different frequencies. In a 
way the problem becomes a multi-objective optimization 
problem. 

In this work the particle swarm optimization algorithm is 
applied for this multi-objective optimization problem. First 
analysis of optimization constants was done. After some 
preliminary evaluations of the algorithm were completed, 
the number of particles was set to 20. The inertia weight w 
was set to 0.4 and the cognition and social factor constants, 
c1 and c2, were set to 1.99. The number of iterations was 
limited to 20000. From the preliminary evaluations, this 
number was enough for finding suitable solutions for this 
problem. 

IV. DESIGN PROCEDURE 

The design process essentially relies on using the 
equation (3) as our fitness equation and using the particle 
swarm optimization technique to solve for the variables 
under question. The steps for the design procedure can be 
outlined in Fig. 3, when the below algorithm completes, the 
program output directly produces the design parameter 
values. 

 

 
Figure 3. Steps of designing for tri-band impedance matching network 

 
In order to test this design process, two different load 

types were considered. One of the load type was for real 
load of impedances 100Ω and 200Ω. The second load type 
was for a complex load of impedance 100Ω in parallel with 
a 1 pF capacitor. 

 

A. Resistive Load Design (100Ω and 200Ω) 

In this work for the first load type, a resistive load of 
100Ω and in the second a resistive load of 200Ω were used. 
In these cases automatically we set all the transmission line 
lengths to λ/4, making the problem a multi-section quarter 
wave transformer problem. All of the five unknowns are the 
characteristic impedances of the transmission lines, Z1, Z2, 
Z3, Z4, Z5. So these impedances were used in the objective 
function as the optimizing variables.  The range was 
restricted for these values in the algorithm as 10Ω ≤ Zk ≤ 
135Ω.  The triple band resonant frequencies were selected to 
be 1.8 GHz, 2.4 GHz, and 3.0 GHz.  
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B. Complex Load Design (100Ω in Parallel with 1 pF 
Capacitor) 

In the second load type, the load was chosen as a complex 
load of 100Ω in parallel with a 1pF capacitor. In this case 
automatically we set all the lengths except for the first one 
(transmission line attached to the load) to λ/4. The first 
length l1 was set as a random variable which needed to be 
optimized together with the impedances.  In other words, the 
six unknowns were the characteristic impedances of the 
transmission lines, Z1, Z2, Z3, Z4, Z5 and the length l1.  So 
these impedances and the length value were used in the 
objective function as the variables which needed to be 
determined and optimized.  The range was restricted for 
these values in the algorithm as 10Ω ≤ Zk ≤ 120Ω and the 
length value was set to be in the range 0-1λ. The frequencies 
for optimization were selected to be again 1.8 GHz, 2.4 GHz 
and 3.0 GHz. 

V. SIMULATION RESULTS 

The multi-objective particle swarm optimization program 
was written in C++ language using a desktop computer with 
Intel i5 processor and 4 GB RAM. The separate tables were 
obtained for all different networks. In the tables, Zk’s 
indicate the impedance values. ‘First Conv.’ represents how 
many iterations passed for the first particle to reach to an 
optimum solution whereas ‘Final’ represents after 20000 
evaluations the number of particles reaching to a solution 
(out of 20). 

The fitness values were checked to see the closeness of 
the answers to the desired matching impedance value of 
50Ω. Six variables were defined for this purpose. ‘fit’ is the 
variable that was used to check the impedance value’s real 
part at the end of the matching network at the design value 
of 2.4 GHz. ‘fit 1’ is the variable that was used to check the 
impedance value’s imaginary part at the end of the matching 
network at the design value of 2.4 GHz.  ‘fit 2’ is the 
variable that was used to check the impedance value’s real 
part at the end of the matching network at the design value 
of 1.8 GHz. ‘fit 3’ is the variable that was used to check the 
impedance value’s imaginary part at the end of the matching 
network at the design value of 1.8 GHz. ‘fit 4’ is the 
variable that was used to check the impedance value’s real 
part at the end of the matching network at the design value 
of 3.0 GHz. ‘fit 5’ is the variable that was used to check the 
impedance value’s imaginary part at the end of the matching 
network at the design value of 3.0 GHz. 

A. Network 1 (100Ω Load) 

For this network some of the obtained design values are 
tabulated in Table I. Fitness values being close to 0 indicates 
the success of the algorithm. 

All the impedance values in the solution were in between 
40Ω to 95Ω. The fitness values, which indicated the 
closeness of the correct impedances to have matching at 
three design frequencies, were all very low as expected. 
Ideally for a perfect match we should have observed the 0 
value as fitness value. In some cases this was observed, in 
the other fitness values, although these values were not 
exactly 0, they were very close to 0. This showed that the 
design values obtained using the algorithm lead to a 
satisfactory solution. 

Moreover, it was observed that the number of iterations 
for finding a suitable solution was very low. Even when the 
iterations of about 50 were reached, the first particles were 
producing a fitness value almost as close to 0. In other 
words, particles producing these low fitness values were in 
the vicinity of a possible optimized solution. Having such a 
low number of iterations for particles reaching to a proper 
solution can be accounted because of the simplicity of the 
problem, having a purely resistive load to match. Also 
another observation that could be made is the fact that at 
least 17 out of 20 particles reach to the optimum solution in 
20000 evaluations. Further analysis for a sample of results 
was performed. Fig. 4 shows the number of particles out of 
20 reaching to a solution as the iterations progresses. As it 
can be seen even at about 250 iterations all the particles are 
within the limits of finding a solution. A second analysis 
was done for observing how small the overall fitness value 
gets as the number of iterations progresses. It can be seen in 
Fig. 5 that, as early as in 30 iterations the fitness value is 
below 0.5, at about 100 iterations the value for overall 
fitness is below 0.2. Furthermore, at about 140 iterations the 
overall fitness value drops to zero. 

 

 
Figure 4. Particles reaching to an optimum solution for Network 1 

 

 
Figure 5. Overall fitness value as the iteration progresses for Network 1 

 
The performance of the algorithm can not be compared 

exactly with other work since the circuit structure used in 
this case was unique. However the best comparable paper 
related with this work is Khodier et al.’s work [4]. In one of 
their analysis, they designed quad-band four section 
transmission line transformer. Their best values with 20 
particles were around 200 iterations for reaching to an 
acceptable level of fitness. In our case this value was about 
140 iterations.  
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TABLE I. SAMPLE  OUTPUT RESULTS FROM PARTICLE SWARM OPTIMIZATION FOR 100Ω DESIGN 

Z1 (Ω) Z2 (Ω) Z3 (Ω) Z4 (Ω) Z5 (Ω) fit fit 1 fit 2 fit 3 fit 4 fit 5 
First 
Conv. 

Final 

93.72 78.00 62.12 53.59 50.76 0.000305 0.00004 0.00009 0.30075 0.173157 0.000303 90 17 

92.20 68.04 46.38 40.62 45.70 0 0.00006 0.980095 0 0.000954 0.394029 50 17 

89.58 72.61 61 56.16 52.76 0 0.00016 0 0.348560 1.133392 0.00068 50 20 

90.07 67.30 49.95 45.74 48.38 0.000004 0.00002 0.000019 0.544603 0.000763 0.184147 60 20 

92.65 79.25 66.99 58.56 52.87 0 0.00012 0 0.129573 0.833904 0.000002 60 20 

 
The set of impedance values: Z1=80.22Ω, Z2=63.86Ω, 

Z3=64.93Ω, Z4=69.68Ω, Z5=60.38Ω were used in a 
microwave simulator to see whether the obtained impedance 
values produced the desired triple band performance. The 
microwave simulator used was PUFF [50]. The simulation 
response is shown in Fig. 6. 

In Fig. 6, we can clearly see that the three resonances 
occured at the desired frequencies. Also it can be seen that 
resonances are sharp. At 1.8 GHz and 3 GHz the resonances 
are both below -25 dB and at 2.4 GHz the matching is even 
better with a value of below -30 dB. These sharp resonances 
are direct indication of fitness values both real and 
imaginary all being close to 0 and at all three frequencies. 

In this case it is worthwile to mention that the problem at 
hand is relatively easy problem with resistive load and five 
unknowns to be determined compared to complex load 
problems which needs six unknowns to be determined. As a 
result in the simulations, all the runs produced convergences 
to an answer. Furthermore this convergence occured very 
fast and produced very reliable design impedance values. 

 

 
Figure 6. Simulation reflection coefficient vs. frequency for Network 1 

B. Network 2 (200Ω Load) 

For this problem some answers which were obtained is 
tabulated in Table II. Here the main solutions were also 
observed to be in between 20Ω to 135Ω for the impedances. 
The fitness values were again very low. Specifically the 
center frequency for matching, which was 2.4 GHz, all the 
fitness values observed were lower than 1x10-3. Some 
deviations from the value 0 occurred especially for the 
fitness values which were used to check the matching value 
at 1.8 GHz and 3 GHz. In the matching for 1.8 GHz, 

especially the imaginary part indicated some possible 
deviations from the value 0. For the 3 GHz matching, 
sometimes both the real part and the imaginary part of the 
impedance showed the slight deviations from the value 0. 
However, when the overall solutions were analyzed, this 
w

 number of iterations is shown in Fig. 7 for a 
sa

terations overall 
fit value reaches to a value less than 1. 

 
Figure 7. Par

esonances at 1.8 GHz 
and 3 GHz with values about -15 dB. 

 

as not very crucial.  
Also the convergence to the optimum value was very fast, 

similar to the previous network and the number of particles 
reaching to the solution was usually very high. This was 
again due to the fact that the load that was used in this 
analysis was a resistive load. In this case further analysis for 
seeing the number of particles reaching to an acceptable 
solution with

mple run. 
Again we see that couple of particles reach to an optimum 

solution in about 100 iterations and by 400 iterations almost 
half of the particles have already reached to a reasonable 
solution. In the second analysis, as shown in Fig. 8, we 
observe the overall fitness value as the number of iterations 
progresses. We see that after about 100 i

ness 
 

ticles reaching to an optimum solution for Network 2 

 
We selected a set of values to test on a microwave 

simulator PUFF again.  The set that is used has the 
following impedance values: Z1=101.78Ω, Z2=49.76Ω, 
Z3=55.66Ω, Z4=92.71Ω, Z5=81.44Ω. The obtained response 
is shown in Fig. 9. As before the simulation indicated one 
big resonance going down to -40 dB at the center design 
frequency and two relatively smaller r
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TABLE II. SAMPLE OUTPUT RESULTS FROM PARTICLE SWARM OPTIMIZATION FOR 200Ω DESIGN 

Z1 (Ω) Z2 (Ω) Z3 (Ω) Z4 (Ω) Z5 (Ω) fit fit 1 fit 2 fit 3 fit 4 fit 5 
First 
Conv. 

Final 

131 55.37 29.97 32.43 45.74 0.000004 0.000042 0.000004 0.000486 2.899490 2.610447 170 18 

131 49.97 23.12 24.53 40.44 0.000004 0.000023 0.000008 0.006542 1.175072 3.198831 290 20 

131 58.50 85.14 41.47 51.65 0.000271 0.000056 0.000092 2.915597 3.533730 0.106775 90 12 

103.6 49.81 52.91 86.13 78.31 0 0.000168 0.000015 3.370557 13.381416 0.000002 50 20 

129.8 64.47 46.90 54.95 58.22 0 0.000075 0.000011 2.253299 5.365112 0.000027 60 20 

 
 

 
Figure 8. Overall fitness value as the iteration progresses for Network 2 

 

 
Figure 9. Simulation reflection coefficient vs. frequency for Network 2 

 

C. Network 3 (100Ω Parallel with 1 pF Capacitor Load) 

For this problem some possible solutions which are 
obtained by running the program is tabulated in Table III. In 
this case there were six variables as explained before, which 
affected the convergence to a solution. Also since the 
algorithm was run under the same conditions as constants 
being the same, it required more number of iterations for 
reaching to a solution.  

Fitness values however were very low which showed a 
success in finding an optimum solution to the problem at 
hand. Also these numbers being very close to the value 0 
shows us that in fact the solution quality of the impedance 
values and length value found are very good. Analysis of 
results for observing the convergence for a sample output 
was done and it is shown in Fig. 10 and Fig. 11. As shown 

in Fig. 10, the first particle reaching to a convergence in this 
sample set was after about 3500 iterations. Although we 
would like to point out that depending on different solution 
sets, the number of iterations may differ as it can be 
observed in Table III. When the results are compared we see 
that about 8 particles are within the boundaries of a correct 
solution in about 4000 iterations. Also when Fig. 11 is 
analyzed, we see that as the number of iterations increase, 
overall fitness value keeps getting closer to 0 as expected, in 
this sample set the drops start after around 3000 iterations. 

It is worthwhile to mention that especially the 
convergence rate is affected with the type of load. In 
Network 3, since the load type is complex, the convergence 
rate is slower compared to the other Networks (Network 1 
and Network 2). However, it is important to realize that the 
solution quality is as good as the previous cases. In another 
words the different load type is not affecting the solution 
quality drastically but seemed to be having an observable 
effect on the convergence rate.  

 

 
Figure 10. Particles reaching to an optimum solution for Network 3 

 
One set of data is used to test the obtained impedances 

and transmission line length on microwave simulator. The 
set that is used has the following impedance values: 
Z1=35.09Ω, Z2=79.96Ω, Z3=62.85Ω, Z4=20.93Ω, 
Z5=16.46Ω and the transmission line length value is 
0.415865λ (149.71°). The obtained simulation response 
using this set is shown in Fig. 12. Again one clear dip at the 
resonant frequency of 2.4 GHz is seen reaching down to -35 
dB and the two side resonances occurring at frequencies of 
1.8 GHz and 3 GHz as about -15 dB and -9 dB respectively. 
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TABLE III. SAMPLE OUTPUT RESULTS FROM PARTICLE SWARM OPTIMIZATION FOR 100Ω PARALLEL WITH 1 PF CAPACITOR DESIGN 

Z1 
(Ω) 

Z2 
(Ω) 

Z3 
(Ω) 

Z4 
(Ω) 

Z5 
(Ω) 

l1 (λ) fit fit 1 fit 2 fit 3 fit 4 fit 5 
First 
Conv. 

Final 

52.65 108.9 70.94 22.37 18.36 0.379615 0.00008 0.00005 0.00008 0.00003 0.01153 0.00008 1010 7 

68.67 72.54 50.71 23.30 15.40 0.854545 0.00026 0.00011 0.09014 0.31658 0.09023 0.00026 770 12 

78.57 79.85 51.12 21.86 14.43 0.842611 0.00013 0.00166 0.00045 0.00090 0.00171 0.00020 960 7 

68.90 71.67 49.01 22.41 15.11 0.854241 0.00021 0.00078 0.00066 0.00068 0.00024 0.00049 1970 9 

35.09 79.96 62.85 20.93 16.46 0.415865 0.00057 0.00059 0.00078 0.00216 0.00016 0.00012 1140 10 

 

 
Figure 11. Overall fitness value as the iteration progresses for Network 3 
 

 
Figure 12. Simulation reflection coefficient vs. frequency for Network 3 

VI. MEASUREMENT RESULTS  

The responses that were obtained from the algorithm were 
tested by the simulators as shown in the previous section but 
further verification was necessary. As a consequence, the 
implementation of these circuits by fabricating them on 
Rogers Dielectric RO6010.2 substrate [51] with thickness 
1.27 mm and dielectric constant of 10.2 was done. We had a 
capacitor of 1.2 pF available so rather than 1 pF, 1.2 pF 
capacitor was assembled for Network 3. RF ground was 
realized using an open circuited quarter wave transformer 
for all the circuits.  

The picture of the circuits for Network 1 (100Ω load) and 
Network 2 (200 Ω load) are shown in Fig. 13, and for 
Network 3 (100 Ω parallel with 1.2pF capacitor load) in Fig. 
14. The circuits were then tested with Vector Network 
Analyzer PXIe-6532 from National Instruments [52]. The 
measurement results together with simulation results for 
each of the three cases are presented in Fig. 15, Fig. 16 and 
Fig. 17 for the cases of 100 Ω load, 200 Ω load, 100 Ω and 
1.2pF parallel capacitor load respectively.  

When we analyze the circuit for Network 1, we see that 
the dip at 0.5 GHz was also occurring in both the simulation 
and measurement. One of the design frequencies was 1.8 
GHz and it was noticed that this occurred both in simulation 

and in measurement to be at 1.785 GHz as -14.716 dB in 
measurement, and as -16.576 dB in simulation. 

 

 
Figure 13. Photograph for Network 1 and Network 2 

 
In the simulation, the second design frequency which was 

set as 2.4 GHz occurred at 2.38 GHz as -23.768 dB and in 
measurement this occurred at a shifted frequency 2.593 GHz 
as -8.608 dB. The third design frequency which was set as 3 
GHz occurred at 3.018 GHz in simulation, however this dip 
shifted in this circuit to 3.485 GHz and it was not very low, 
only -5.697 dB. The mismatches were probably due to 
fabrication errors as well as mismatch between the 
connectors and circuits.  

When we compare the simulated and measured responses 
for Network 2, we see that roughly the expected behavior 
was observed.  The dip at 0.383 GHz in simulation as -4.267 
dB occurred at the same frequency but as -2.496 dB. The 
first design frequency occurred at 1.827 GHz in simulation 
and as -13.665 dB. On the other hand, in measurements this 
occurred at 1.743 GHz and as -12.961 dB. The second 
design frequency occurred at 2.380 GHz as -17.447 dB 
however in measurement this dip in frequency was shifted to 
2.295 GHz as -5.955 dB. 

The third design frequency occurred at 2.975 GHz as -
13.767dB, the measurement also indicated this dip however 
the value was -5.607 dB. 

For the circuit in Network 3, the simulation was done 
again for the modified version of using 1.2 pF rather than 1 
pF. As we can observe Fig. 12 and Fig. 17 we see that the 
responses in terms of design frequencies do not vary 
drastically when frequency operating points are considered. 

       43

[Downloaded from www.aece.ro on Tuesday, March 19, 2024 at 09:21:50 (UTC) by 3.236.111.234. Redistribution subject to AECE license or copyright.]



Advances in Electrical and Computer Engineering                                                                      Volume 19, Number 4, 2019 

In Figure 17, when we compare the responses we see that 
there was a low frequency dip occurring at 0.51 GHz as -
8.425dB which was also occurring at the same frequency in 
measurement at a lower value -4.688 dB. 

 

 
Figure 14. Photograph for Network 3 

 
The first design frequency of 1.8 GHz occurred at 1.828 

GHz as -10.044 dB and also the similar observation took 
place for measurement but only at -0.836 dB. The second 
design frequency occurred at 2.38 GHz at -12.076 dB in 
simulation and for measurement at the same frequency -
5.383 dB.  

 

 
Figure 15. Simulated and measured response for Network 1 (100 Ω load). 

 
The third design frequency occurred at 2.975 GHz -5.088 

dB for the simulation and at 2.848 GHz as -2.818 dB for the 
measurement. Also another dip was observed in 
measurement at 3.783 GHz as -6.058 dB. It is important to 
note that although some of the design frequencies did not 
exhibit significant resonances, they were all observable at 
their designed operating frequencies.  

 
Figure 16. Simulated and measured response for Network 2 (200 Ω load) 
 

 
Figure 17. Simulated and measured response for Network 3 (100 Ω parallel 
to 1.2 pF circuit) 

VII. CONCLUSIONS 

In this work the design of five section impedance 
transformer is presented which the design values are 
obtained and optimized by particle swarm optimization 
algorithm. The transformer in this case was for matching at 
three different frequencies. The proposed design procedure 
can be easily extended by adding extra transmission lines 
with various impedances and lengths, and increasing the 
unknown variables accordingly. In this work, the tests were 
performed at the frequencies of 1.8 GHz, 2.4 GHz and 3 
GHz. The optimized impedance and length design values, 
obtained by the particle swarm optimization which 
simultaneously satisfies the resonance condition at these 
three different frequencies, were verified by simulators.  

The circuits were fabricated to further validate the design 
values obtained by the optimization algorithm. The 
measurements were taken accordingly and three frequency 
dips were all observed in all of the designs although the 
distinction was not very clear in some designs. However, it 
can be deduced that in fact multiple section transformer 
networks can be designed and effectively optimized using 
particle swarm optimization technique.  

Further work can be conducted by adding various more 
vigorous constraints to the algorithm to make sure that the 
dips are clear and all well below -20 dB at the simulation 
stage. Also, the parameters of the algorithm can be tuned 
further for obtaining the simulation responses better. This is 
going to be very useful because some of the resonances are 
barely showing themselves in the response. This would 
hopefully make the resonances sharper especially in 
Network 3 which the load is complex. In the design and 
fabrication stage, using different dielectric substrates may 
lead to a more accurate match between the simulation and 
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real circuit responses. While taking the measurements also 
extra precaution can be added to make sure the connections 
are done properly as well as adding via holes as ground 
rather than using λ/4 long open circuited transmission lines 
as ground. 
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