
Advances in Electrical and Computer Engineering                                                                      Volume 16, Number 4, 2016 

A New Autofocusing Method Based on 
Brightness and Contrast for Color Cameras 

Murat SELEK 
Vocational School of Technical Sciences, Selcuk University, Konya, 42003, Turkey 

mselek@selcuk.edu.tr 

 
1Abstract—The autofocusing is one of the most important 

features of imaging devices. This feature directly affects the 
quality of the image taken by the imaging device. Currently, 
many studies are being performed to improve the feature of 
autofocusing. In this study, we propose a method for passive 
autofocusing of the color cameras. This method suggested is 
called as the Passive Autofocusing Based-Brightness and 
Contrast (PA Based-BC). According to this method, 
autofocusing is performed by identifying the brightness of the 
R, G and B color components of the RGB image and by 
focusing of the camera on the brightest color component. To 
this end, in this study, many experiments have been conducted. 
The analyses of these experiments show that the contrast-based 
focusing made depending on the brightness gives much better 
results. The use of this method upgrades the focusing accuracy 
of the color camera up to 95%. 
 

Index Terms—CCD image sensors, digital images, focusing, 
image color analysis, image processing. 

I. INTRODUCTION 

The quality of an image taken by a camera depends on the 
extent to which the camera focuses on the object being 
photographed [1-6]. Focusing of a camera may be 
performed manually or automatically [6]. Autofocusing 
methods used in existing cameras are divided into two 
categories: active and passive [4], [5], [7-11]. In active 
autofocusing (AA), the infrared (IR) or ultrasonic waves 
emitted by a source embedded in the camera are reflected by 
the object to be photographed, and the camera focuses on 
the object based on the intensity of this reflection [4], [5], 
[8-12]. Though the AA method seems to have advantages 
over passive autofocusing (PA), it has some disadvantages 
in practice as well. In case of ultrasonic wave, the camera 
cannot be focused on objects behind of glass barrier because 
glass is a good reflector for ultrasonic wave. Besides, in case 
of IR waves, the presence of some other objects radiating IR 
waves in the displayed area may adversely affect the 
focusing [5], [13]. In addition, the AA has the following 
disadvantages: 

It gets harder with increasing of the distance between the 
camera and the object and might be impossible beyond a 
certain distance [6].  

It requires too much power and cameras of relatively 
large-sizes [8], [12], [14]. 

The PA methods perform focusing using the methods 
such as contrast, variance, correlation, histogram or 
thresholding obtained from the gray values of the pixels of 
the image [4], [7], [15-20]. From these methods, the most 
sensitive one for high frequency components, namely for the 

sharp edges of the image, is the contrast [13].  The contrast-
based PA algorithms are also referred to as derivative-based 
ones. These algorithms perform focusing by using 
differences between the gray values of the pixels of the 
image. The most widely used contrast-based PA algorithms 
are: the Threshold Absolute Gradient Algorithm, the 
Squared Gradient Algorithm, the Brenner Gradient 
Algorithm, the Tenenbaum Gradient Algorithm, the Sum of 
Modified Laplace Algorithm, the Energy Laplace Algorithm 
and the Wavelet Algorithm [3], [7], [15-18], [21-26]. 
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The objects to be displayed using the PA should be 
illuminated to a degree at which the needed level of contrast 
is arisen [27]. Otherwise, a good focusing is not possible 
since the details in the scene cannot be fully seen [1], [27], 
[28]. In PA systems, there are no limitations above-
mentioned for AA. Moreover, in PA systems, good results 
can be obtained, especially when the object being displayed 
is behind a glass or in an environment where there are IR 
light sources. Due to this features, for autofocusing of the 
cameras in practice, generally the PA algorithms are used 
[14]. 

It is commonly known that as the high frequency content 
of an image increases, so does the contrast between the 
pixels of it [29-31]. In other words, images with sharply 
changing contrast distribution have more high-frequency 
components, whereas those with a smoother contrast 
distribution have fewer high-frequency components. 
Therefore, as the contrast between the pixels of an image 
increases, the edges get sharper [19], [20]. That is, the image 
becomes clearer [19], [29], [32]. 

Images obtained by using monochrome cameras are 
referred to as grayscale or black-white images. For instance, 
thermal cameras and black-white cameras are monochrome 
imaging devices. In PA systems used to perform 
autofocusing with such devices, the image obtained from the 
camera is processed by using an appropriate focusing 
algorithm, and the lens position which yields the clearest 
image is sought [25], [32-34]. The performance of the PA 
algorithm implemented to the image determines how 
successful the algorithm is. 

In RGB (red, green and blue) images obtained by using 
color-cameras, each pixel is represented by three distinct 
colors such as R (Red), G (Green) and B (Blue). The 
combinations of these colors determine the color of the 
pixel. In the most frequently used 8-bit color format, each 
color component (R, G or B) has a value between 0 and 255. 

In Fig. 1, a RGB image and its R, G and B components 
that have the brightness values between 0 and 255 of each 
obtained by using three separate color filters (red, green, and 
blue) are presented [35]. The separately examining of the R, 
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G and B components of a lot of RGB images has shown that 
generally the R, G and B components of an image have 
different brightness and contrasts. Panicker et al. indicated 
that it is important also its brightness as much as the contrast 
of an image [36]. Therefore, in this study, besides the 
contrast of the image, the brightness of the R, G and B 
components is determined. 
 

     
 (a)   (b) (c) (d) 
 
Figure 1. (a) Color (RGB) image, (b) component R, (c) component G, (d) 
component B 

 
Thus, the PA for an object being photographed is carried 

out in two steps: identifying the brightest color (R or G or 
B) component of the image and performing contrast-based 
focusing of the camera on the identified component. In the 
other words, the brightness (mean gray value) for each R, G 
and B color component of the field to be focused in an RGB 
image is calculated, and the brightest color component is 
used for focusing. The clearest image is sought by applying 
the Adaptive Squared Gradient Algorithm (ASGA) based on 
contrast to the color component chosen, and the lens 
position at which this image is obtained is referred to as the 
best focus position [19]. 

In [19], the focusing accuracy of the ASGA for thermal 
images being monochrome was reported to have reached 
96%. In this study, we divided the PA Based-Brightness and 
Contrast (PA Based-BC) into two steps such as identifying 
the brightest component of the image, and focusing by the 
ASGA based-contrast of the camera on the identified 
component. This approach allows us to apply the PA Based-
BC to the color images with the focusing accuracy of 95% 
as shown the Table IV in Section V. 

II. OBTAINING RGB IMAGES USING CCD ARRAY WITH 

BAYER COLOR FILTER 

Most of the digital cameras that use CCD or CMOS 
image sensors use RGB color model. The RGB color space 
consists of three main color components; namely, R, G and 
B (Fig. 2.a). Therefore, each element of the CCD array is 
designed in such a way to perceive only one component of 
the RGB color model. To do this, in digital cameras, the 
surface of CCD array is covered with Bayer filter. As it is 
shown in Fig. 2.b, Bayer filter is a mosaic color filter array 
that makes it possible for each component of the CCD array 
to perceive the R, G and B color components [37-40]. In this 
filter, in each 4-pixel square CCD area, there are one R, one 
B and 2G filters. 

Since human eye is more sensitive to green, two G filters 
are used [37], [38], [40]. The image obtained from the CCD 
array with the Bayer filter is formed in the form of a mosaic 
[37-40]. To obtain a high resolution color image, as seen in 
Fig. 3, the value of the color missing in each pixel is 
completed by using the one of the interpolation methods 

such as piecewise constant, linear, polynomial and  spline 
[37], [38]. In this way, a high quality color image is 
obtained. 
 

 
 

(a) 

 

 
 

(b) 
 

Figure 2. (a) RGB color space, (b) a Bayer Color Filter Array 

 

 
Figure 3. Obtaining the interpolated RGB image 

 
As seen in Fig. 3, in the RGB color model, each of the R, 

G and B components of a color image is referred to as a 
matrix, where m and n are the number of rows and the 
columns of a color matrix, and r, g and b are the values of R, 
G and B color matrixes, respectively. 
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III. USING OF THE PASSIVE AUTOFOCUSING BASED-
BRIGHTNESS AND CONTRAST (PA BASED-BC) IN FOCUSING 

OF THE RGB IMAGES 

The block schema of an RGB camera is given in Fig. 4. 
 

 
Figure 4. Block diagram of a RGB camera with Color Filter Array (CFA) 

 
As it is well known, focusing the camera on an object is 

the obtaining the distance between the lens and CCD image 
sensor providing the best photographing of the object [7], 
[8], [21], [22]. The connection between the object and CCD 
sensor is shown in Fig. 5. 

 
Figure 5. The focal plane of a RGB camera with CFA 

 
In order to get an image of an object, the distance X 

between the object and lens and the distance X’ between 
CCD Sensor Plane and lens are determined by the 
conditions Xmin≤X≤Xmax and X’min≤ X’≤X’max, respectively 
[14]. According to the Gaussian lens law, the optimum value 
(X’opt) of X’ providing to take a sharp image is determined 
by Formula (1) given below [6], [13], [19].  

 

lX

lX
X'

opt 


  (1) 

  
In this formula, l is the focus distance of the lens. 

Additionally, in order to obtain the sharp image, Formula (1) 
must provide the following condition [19]: 
 

0X'X '
opt   (2) 

 
As it is well known, to get a clear image, with increasing 

the distance between the object and the lens, the distance of 
the lens from CCD array (the position in the image plane) 
must be properly decreased. To fix the lens in the optimal 
position in the focal plane, an autofocusing algorithm that 
controls the stepper motor which moves the lens is used. 

The stepper motor control is performed in two steps in the 
PA Based-BC suggested by this study. The first, the 

brightness R , G  and B  of the color components of the field 
to be focused are calculated by (3), (4) and (5), respectively. 
The color matrix with the highest brightness is selected as 
the focusing matrix F given by (6). 
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The second step of the focusing is based on (7) given in 

[19]. In this formula, fi,j is the gray value of (i,j) elements of 
the focus matrix F. 

Note that the ASGA given in (7) is a focusing algorithm 
based on contrast that can successfully adapt itself to 
thermal images with different resolutions. In [19], it has 
been shown that the focusing accuracy of the algorithm 
might significantly be increased up to 96% by using the 
optimal distance k between the pixels being compared. In 
Table I the most of frequently used image resolutions and 
the values of k corresponding to them are given [19]. 

 
TABLE I. THE VALUES OF K FOR DIFFERENT RESOLUTIONS OF THERMAL 

IMAGES 
Resolution k 

60×80 1 

120×160 1 

240×320 1 

480×640 2 

480×720 2 

768×1024 3 

960×1280 3 

1200×1600 4 

 
After the k value that matches the resolution of the 

camera is selected, the focus value (FV) for an image is 
calculated using the following formula. 

 

2
ji,kji,

m

1i

n

1j

2
ji,jk,i )f(f)f(f

nm

1
FV 


      (7) 

 
To get an optimal image of an object, the lens is drawn 

near to the CCD sensor array plane starting from a certain 
distance. In every s1 step an image is taken and FVs focus 
value for this image is calculated using (7). This process 
goes on until the state of FVs-FVs-1<0 is reached, and FVs-1 
is taken as the optimal focus value [13], [27], [41]. 

IV. EXPERIMENTAL SETUP AND MATERIALS 

In this study, the PA procedure was carried out for images 
of the format 720480 that were taken by the Balitech BL-
344D RGB CCD camera with image capturing card. To 
perform our tests in this study, a computer with the Intel 
Core 2 Duo processor (2M Cache, 1.8 GHz, 4GB RAM) 
was used. The experimental setup used for this purpose is 
given in Fig. 6. 
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Figure 6. The experimental setup of autofocusing of RGB CCD camera 

 

 
Figure 7. 5 Different patterns used in focus practices 
 

As it is seen in Fig. 6, the experimental setup consists of 
an RGB CCD camera, a stepper motor, an image capturing 
card, a motor control unit and a computer. The distance 

between the lens and the CCD sensor array plane (
'X ) of the 

camera is controlled using a stepper motor. As noted earlier, 
the lens is drawn near to the CCD sensor array plane starting 
from the position that is the furthest from CCD sensor array 
plane. An image is taken in every step of the lens. This 
process goes on until the optimal focus value is determined. 
The focused objects were placed at a distance of 0.5m and 
2m from the camera on the object plane in the experiments. 
In these experiments, 5 different patterns having a width of 
10cm and a height of 20cm were used (Fig. 7). 

 
The First Group 

       
 (a) (b) (c) (d) 

The Second Group 

   
 (e) (f) (g) 

The Third Group 

   
 (h) (i) (j) 

 
Figure 8. The colors of test objects: (a) Chocolate 2, (b) Navajo White 4, (c) 
Light Salmon 4, (d) Pale Violet Red 4, (e) Yellow Green, (f) Sea Green 3, 
(g) Sea Green, (h) Dark Orchid 3, (i) Royal Blue 3, ( j) Dark Slate Blue 

TABLE II. DECIMAL VALUES OF COLORS USED 
Color Component Value 

Group Color Name 
R G B 

Chocolate 2 238 118 33 

Navajo White 4 139 121 94 

Light Salmon 4 139 87 66 
Dominant 

R 

Pale Violet Red 4 139 71 93 

Yellow Green 154 205 50 

Sea Green 3 67 205 128 
Dominant 

G 
Sea Green 46 139 87 

Dark Orchid 3 154 50 205 

Royal Blue 3 58 95 205 
Dominant 

B 
Dark Slate Blue 72 61 139 

 
The background color of the object plane was chosen to 

be white so that the objects that will be focused are clearer 
in the scene. Fig. 8 presents the objects in 10 different 
colors, and Table II gives the decimal values of these colors. 
While selecting colors, it was made sure that each color 
component was different from zero (R≠0, G≠0, B≠0) and 
one of the color components was brighter than the others. 
The purpose here was to perform autofocusing using three 
different color components (R, G and B) and find which 
color component was more successful in focusing. 

V. EXPERIMENTS 

In this study, images for the objects containing the colors 
given in Table II and the patterns given in Fig. 7 were taken 
by using an RGB CCD camera. As it is seen in Fig. 8 and 
Table II, these images were divided into the three groups 
such that   first, second and third groups contain only the 
images with dominant R, dominant G and dominant B, 
respectively. Every image from each group was divided into 
its R, G and B color components. Then each color 
component produced by this way was subjected to ASGA in 
order to obtain the following.     
 To obtain the focusing accuracy on the  R, G and B color 

components of the each color of each group (Dominant R, 
Dominant G and Dominant B),  

 To determine the impact of the ASGA on the focusing 
accuracy depending on the values of the parameter k 
given in Table I. 
In this study, we attempted to obtain the focusing error of 

the ASGA according to the dominant color components, i.e. 
to find the difference between the focusing found by ASGA 
and the actual focusing. Therefore, the ASGA was carried 
out on 600 different object fields belonging to groups given 
in Table II. The mean squared error (MSE) values for the 
ASGA were calculated using the following formula [19], 
[33]. 

 

 


N

1y

2
yy )d(a

N

1
MSE  (8) 

 
In this formula, N is the number of object fields where 

focusing has been done, ay is the actual focusing, and dy is 
the focusing obtained by the ASGA. As it is seen in Table 
III, the minimal error of the ASGA is achieved for the 
brightest component at k=2. 

In Table IV, the ratio Q between the correct and incorrect 
focusing depending on the values of k is calculated using 
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(9). As it is seen in this Table, the maximum of ratio Q is 
achieved at k=2 as well (Table IV). 

 

100.
  testsautofocusofnumber  Total

 ngautofocusicorrect  ofnumber  Total
(%) Q ratio   (9) 

 
TABLE III. MSE VALUES OF ASGA CORRESPONDING TO EACH GROUP 

GIVEN IN TABLE II 
MSE values 

Group 
Color 
Comp. k=1 k=2 k=3 k=4 

R 0,0005846 0,0000531 0,0004252 0,0004517

G 0,0009965 0,0003587 0,0008769 0,0013951
Dominant 

R 
B 0,0011161 0,0003189 0,0008291 0,0011480

R 0,0006378 0,0003189 0,0004783 0,0005315

G 0,0004769 0,0000399 0,0003762 0,0004937
Dominant 

G 
B 0,0007653 0,0003827 0,0006696 0,0007972

R 0,0034545 0,0001063 0,0018070 0,0021790

G 0,0044244 0,0002790 0,0048629 0,0064573
Dominant 

B 
B 0,0011339 0,0000638 0,0012321 0,0019337

 
Considering the results in Table III and Table IV, it is 

seen that, the focusing performed using the brightest color 
component reveals higher performance. 

 
TABLE IV. FOCUSING ACCURACY OF ASGA CORRESPONDING TO EACH 

GROUP GIVEN IN TABLE II 
Ratio Q (%) 

Group 
Color 
Comp. k=1 k=2 k=3 k=4 

R 81,4 94,6 85,7 82,1 

G 70,0 85,0 82,5 72,5 
Dominant 

R 
B 70,8 79,2 75,0 70,8 

R 69,6 89,3 83,9 76,8 

G 72,5 95,0 85,0 90,0 
Dominant 

G 
B 70,8 79,2 79,2 75,0 

R 78,6 87,5 83,9 83,9 

G 80,0 80,0 72,5 72,5 
Dominant 

B 
B 87,5 95,0 91,7 87,5 

 
Based on these data, to increase the focusing accuracy of 

camera on RGB images we have prepared a MATLAB code 
which performs the PA based-BC focusing procedure given 
the details in the Section III. The pseudo code of the 
MATLAB code is given below. 

 
Program Finding Focus 
 
Begin 
 
  1 Set the step progression of the lens to s=0. 
  2 Take the RGB image. 

  3 Calculate R ,G ,B  (Eq. 1,2,3).   
  4 Assign as F thereof highest. 
  5 Specify the image area to be focused on F. 
  6 Take the image of the specified area. 
  7 Calculate FV (Eq.7) using ASGA. 
  8 If FVs-FVs-1 >= 0 
      s=s+1 
             go to 6. 
     Else  
      Accept FVs-1 as the optimum focus value. 
      Assign s-1 as the optimum lens position. 
 
  End 
 
 
 

TABLE V. THE OVERALL FOCUSING PERFORMANCE OF PA BASED-BC FOR 

ALL OF RGB IMAGES 
k The overall MSE value The overall Ratio Q (%) value 

1 0,00073180 80,5 

2 0,00005227 94,9 

3 0,00067783 87,5 

4 0,00095970 86,5 

 
The above-mentioned code was applied to the total 600 

focusing field having the features in Fig. 7 and Table II. 
Consequently, the results in Table IV were obtained. When 
these values are examined, it is seen that even if the 
brightness of the color components of the RGB image are 
changed, camera is able to focus with the overall focusing 
accuracy of 94,9% (Table V). The use of the PA based-BC 
for focusing of RGB camera has upgraded the focusing 
accuracy up to 95% for k=2 given in Table IV. 

In this study, the resolutions of the smallest and the 
largest image fields where focusing has been done are 70x50 
and 90x65, respectively. In result of the use of the above-
mentioned pseudo code to find the FV of each image, for the 
smallest and the  largest focusing fields it is determined that 
a time has passed between 43msn-108msn, respectively. As 
a result thereof, the duration of finding focus corresponds to 
a time between 0.8sn-2.2sn. If the embedded and integrated 
systems are used, this period may be even less. 

VI. CONCLUSION 

In this study the problem of autofocusing of RGB CCD 
camera is taken up. We conclude that focusing on an object 
to be photographed should be performed in two steps in 
order to solve the problem as sensitively as possible. In the 
first step, the image is divided into R, G and B components 
and the brightest of these components is chosen for 
focusing. In the second step, autofocusing is performed by 
ASGA in accordance with the contrast of the selected 
component. By the use of PA based-BC method which 
performs these procedures for focusing, the overall focusing 
accuracy of color camera was found as 94,9 (Table V). 
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