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1 Abstract—This paper presents a novel semantic overlay 

scheme that connects peers based on the similarity of their 
contents. Semantic closeness among overlay peers can 
effectively be determined via the exchanges of their content 
summary using Bloom filters. The overlay link quality is 
further improved by carefully selecting semantic neighbors 
according to their potential to contribute to content-based 
searches. The basic idea behind the semantic neighbor selection 
is that highly replicated documents should not excessively 
dominate the overlay topology, overshadowing rare to 
modestly-replicated items whose query efficiency is often more 
critical for overall search performance. The efficacy of the 
proposed semantic overlay is validated through our simulation 
study which demonstrates superior overlay link quality and 
query routing performance. 
 

Index Terms—computer networks, distributed computing, 
distributed information systems, keyword search, peer to peer 
computing. 

I. INTRODUCTION 

Over the past years, there has been a body of research 
dealing with the inefficiency problem of query flooding in 
unstructured peer-to-peer networks [1]. Typical approaches 
to the problem have been to investigate new overlay 
schemes to improve P2P search efficiency. A new overlay 
can be constructed by choosing proper neighbor peers 
according to new neighbor selection criteria. Alternatively, 
an additional routing index, e.g., routing shortcuts, may be 
built on top of a base overlay network to enable better 
search efficiency. The top-layer overlay is queried first 
before resorting to the base overlay that provides a fail-over 
search mechanism. Various information may be utilized to 
form a P2P overlay, including common interests, 
community membership, interactions, and user behavior 
patterns (such as tagging, bookmarked pages, comments and 
rating activities, and so on) of peers [2]. However, it is not 
surprising to find that a large portion of the approaches is on 
a basis of content similarities, if we consider the importance 
of P2P-based content search and sharing.  

Semantic overlays are constructed based on the 
similarities between peers contents, i.e, semantic proximity. 
Their overlay links or routing tables are set to point to the 
peers that are semantically closer among others. 
Consequently, the overlay is expected to comprise peers 

with semantically related contents, which should yield better 
search performance. In this paper, we propose a new overlay 
scheme that discriminates against peers with popular 
contents; highly frequent documents are excluded from 
overlay membership decisions. Semantic neighbors for the 
overlay are chosen in favor of rare-to-intermediate keywords 
rather than overly common ones, because overly popular 
terms will less likely contribute to the results of keyword 
query. 

 
1 This research was supported by the MKE(The Ministry of Knowledge 

Economy), Korea, under the ITRC(Information Technology Research 
Center) support program (NIPA-2014-H0301-14-1017) supervised by the 
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 The rest of the paper is organized as follows. In Section 
II, we first review prominent approaches to the semantic 
overlay problem. Then, the section continues to propose a 
novel document popularity-aware semantic overlay scheme. 
The effectiveness of the proposed scheme is evaluated and 
compared with existing protocols in Section III. Section IV 
discusses relevant research to clarify the differences of our 
approach and previous efforts. Finally, Section V 
summarizes and concludes the paper. 

II. CONTENT POPULARITY-AWARE SEMANTIC OVERLAY 

A. Semantic Overlay Schemes 

Semantic overlays are introduced to improve P2P search 
performance [3-4]. A peer chooses its neighbors among 
peers who store related contents to itself rather than among 
random peers. Being built according to the semantic 
closeness among peers documents, the semantic overlay is 
able to provide a fast-track path for query propagation. 
Semantic query routing forwards a query to the peers that 
likely hold a matching document, before resorting to the 
fail-over flooding mechanism. In other words, peer links 
through which to forward a query are chosen based on 
semantic proximity between query terms and the data that 
target peers keep [3],[5].  

A semantic overlay node maintains a list of semantic 
neighbors of fixed small size l, which indicates a set of peer 
nodes that are semantically closer to itself. Content-based 
similarity can be measured by different metrics such as the 
term total frequency of term t in a file (referred to as the 
document frequency df(t) used in IR) or a more 
sophisticated measure like CORI [6]. However, if we 
consider the volatility of P2P networking environments, a 
rather simple metric of content similarities like using file 
names might be more desirable. For example, content 
similarities can be measured in terms of the number of files 
that a peer has in common with its neighbor, and query 
keywords can be matched against the file names. Therefore, 
a semantic proximity function S between two peers P and Q 
can be defined as in (1), indicating how many files the two 
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peers have in common [5],[7]. Notice that FP and FQ 
indicate the lists of files that peers P and Q own, 
respectively. A peer’s semantic neighbor comprises a list of 
top-l closest peers according to the proximity function. 

 
S(FP, FQ) =                                             (1) 

 
Overlay peers periodically evaluate link quality to their 

semantic neighbors. For that purpose, each peer exchanges 
its neighbor view (i.e., the list of its semantic neighbors) 
along with additional information on what documents it has 
with its neighbors. Such content information can be a list of 
file names [7] or peer synopses that summarizes their 
content [8]. 

B. Popularity-Aware Semantic Overlay 

Peer data can be summarized using Bloom filters [8-
10],[12].  Bloom filter is a method to strike balance between 
storage and computation [13]. In other words, it is a 
summarization technique to compress information into a less 
amount at the cost of some possible information loss. It is 
actually a vector v of m bits initially set to 0. k independent 
hash functions h1, h2, ..., hk are used to indicate bit positions 
to be turned on. More specifically, given an input w, the 
designated bit positions are set to 1, and others remain zero. 
Our simulation study uses MD5 for the hashing, since it is 
well-known and its implementation is readily available.  
 

       v[hi(w)] = 1, where i = 1, 2, .., k.                    (2) 
  
 Note that, since a single bit array is used for all inputs, a 

bit position can be set repeatedly by more than one input. 
This can causes a false hit in which case the filter says “yes” 
misleadingly, even if a query word is actually not included 
in the filter. 

Bloom filters provide an effective means to summarize 
peer documents. However, it is possible for the filter to be 
dominated by popular words appearing in highly-replicated 
file names. In other words, popular terms may outweigh 
intermediate-to-unpopular names, in computing semantic 
proximity, that would otherwise be useful for query routing. 
Excessively frequent document names may not be that 
useful from the query routing perspective, because such files 
can easily be found anyway. Instead, it is rather rare files 
that are desired to be encoded in a Bloom filter as an 
effective routing index. Therefore, we propose a new 
method of Bloom filter-based content aggregation, which 
takes into account the popularity of file names. By this 
popularity-aware semantic overlay scheme, rare to 
modestly-replicated documents are favored over highly-
replicated ones. (It is often the case where a routing hint for 
popular terms is unnecessary, because popular files can 
easily be discovered in the neighborhood without any extra 
help.) As a result, our popularity-aware semantic overlays 
are built over the documents that have a better potential to 
benefit query resolution process later on. 

A peer first determines content popularity Bp using its 
neighbors Bloom filter BFi. Bp indicates popular bit 
positions for which a certain portion of neighbors filters has 
1, and S is the set of the neighbor peers. Based on that, our 
semantic similarity between two peers l and m is defined by 

(3). Bul represents unpopular bits in peer l’s Bloom filter BFl.  
 

Bp[j] = 1, if  |{i | BFi[j] = 1, i ∈ S}| > threshold 
Bp =  

Bp[j] = 0, otherwise. 
 

 
    Similarity (l, m) =                                                          (3) 

                                                 
 

where Bul = BFl – Bp and Bum = BFm – Bp. 
 

A peer computes semantic similarities against every 
neighbor node of it, and semantic link qualities for the 
neighbors are ranked. It then promotes top k peers as its 
semantic neighbors, which means the formation of a 
popularity-aware semantic overlay network, while keeping 
the rest as its secondary random neighbors. This semantic 
proximity re-evaluation process is periodically performed to 
keep up with changes in the network. 
 
 
 
 
 
 
   
 
 
 
 
                              (a)                                                    (b) 

 
Figure 1. Popularity-aware semantic overlay. (a) Popularity-unaware 
overlay. (b) Popularity-aware overlay. 
 

Fig. 1 illustrates how semantic overlay topology can be 
affected, if we consider content popularity when selecting 
semantic neighbors. Peers periodically exchange their 
Bloom filter summary with one another, based on which 
semantic proximity is measured for each neighbor. Neighbor 
peers with a higher similarity are promoted to become a 
semantic neighbor (indicated as tasty buddy in the figure.) 
This semantic overlay provides as a primary means for 
query routing before resorting to the fail-over search 
mechanism of flooding. Content similarities are calculated 
for popularity-aware case by (3), while Bloom filter BFl and 
BFm are used for the popularity-unaware overlay, instead of 
Bul and Bum. In this particular example, neighbor nodes with 
link quality of over 50% are designated as a semantic 
neighbor. When taking content popularity into account, node 
A finds that its link quality to node B is lowered to 47%, 
which results in the node being demoted to a random buddy 
as illustrated in Fig. 1 (b). 

Our Bloom filter-based semantic proximity function 
provides an effective means to approximately measure the 
content similarity between any two peers. The proximity 
function is further refined to take into account the popularity 
of files, so that rare to modestly-replicated documents can 
be favored over highly-replicated ones.  

III. PERFORMANCE EVALUATION STUDY 

In order to prove the efficacy of our popularity-aware 
overlay construction scheme, we performed a simulation 
study that compares its performance with that of its base 
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popularity-unaware version and Tribler [7]. We built our 
simulator on PeerSim P2P simulator 
(http://peersim.sourceforge.net) with the following setups.  

A. Simulation Setup 

Peer behaviors of our simulation study are modeled to 
follow Can-O-Sleep data set that consists of MP3 files 
shared among users on a campus network 
(https://kdl.cs.umass.edu/display/public/Can-o-sleep). The 
P2P file-sharing trace data contain file sharing activities 
around an OpenNap server including peer queries and 
subsequent downloads. File names in the dataset are used to 
capture semantic relationships among peers. Individual 
words of the file names are hashed into a Bloom filter for 
our simulation study, so that constituent words, instead of 
the entire file names, can be used as a search query. Also, it 
is noted that the proposed semantic overlay can be readily 
formed over file contents rather than file names, so that file 
content-based keyword search can be supported. Important 
simulation parameters of our simulation are summarized in 
Table I. 
 

TABLE I. SIMULATION PARAMETERS FOR SEMANTIC OVERLAY 
Parameter Value 

Number of peers 6,464 
Number of files 291,925 
Number of terms 64,112 
Bloom filter size 4,096 

Number of hash functions (k) 4 
Popularity threshold 50% 

 
Popularity threshold determines whether a particular bit 

position in Bloom filters should be considered popular or 
not. When more than half neighbor filters have a certain bit 
set, then it is not included in semantic proximity calculation 
for our simulation. In other words, a file name that causes 
the bit to be set is considered too popular in the 
neighborhood to provide any helpful routing hint. About 
300,000 files are populated over the network of about 6,500 
peers. File names are split into 64,112 constituent words 
with duplicates removed. The word set follows Zipf 
distribution with ‘the’ ranked at the top with the occurrences 
of 60,215 times. Also, about 30,000 words that amount to 
45% of the total words appears just once in the data set. We 
choose 10 words as query terms that represent each of the 
popularity bands from the most replicated to the least: of 
(20,340), you (13,010), live (8,792), mix (4,145), man 
(4,033), end (1,029), have (1,001), coffee (98), sunflower 
(33), and equal (10). The numbers in parenthesis represent 
their respective frequency. 

B. Comparison of Semantic Overlays 

We first look at query distance which is defined as the 
number of hops a query has to travel until a match. Fig. 2 
shows the results of two cases that represent popular and 
unpopular query words: live and equal. As expected, three 
schemes do not show significant differences for the heavily 
populated query word live. However, given an unpopular 
keyword equal, our popularity-aware semantic overlay 
outperforms its popularity-unaware version and Tribler [7] 
by 1 and 3 hops, respectively. It is also mentioned that the 
preference list size of Tribler is 50 for the simulation, which 
means that up to 50 files can be listed in one message 

exchanged with neighbor peers. 
 

 
 
 
 
 
 
 
 
 
 
 

(a) 
 

 
 
 
 
 
 
 
 
 
 

 
(b) 

 

Figure 2.  Query distance comparison of popular and unpopular terms. (a) 
Query distance for live. (b) Query distance for equal. 
 

 
 
 
 
 
 
 
 
 
 
 

 
Figure 3. Co-occurrence comparison. 
 
 

One good way to assess the effectiveness of semantic 
overlays is to look at how many files are shared among 
overlay neighbors, which we define as co-occurrence. More 
specifically, it indicates the number of files that 
simultaneously appear at both a peer and its semantic 
neighbors. The higher the metric, the better clustered from a 
semantic closeness standpoint. Fig. 3 compares the 
effectiveness of each algorithm against an optimal overlay 
network topology where a peer is associated with 10 best 
semantic neighbors out of the entire network from the 
content similarity perspective. Each protocol’s co-
occurrence is calculated for the whole network; individual 
node’s co-occurrence is first calculated, and then averaged 
for the network. According to the graph, Tribler’s 
performance remains low at about 0.1, which is attributed to 
the limit of Tribler’s message size (i.e., preference list size 
that Tribler can exchange with its neighbors at a time.) 
Popularity-unaware and -aware protocols achieve 
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performance around 0.47 and 0.6, respectively, which 
corroborates our initial hypothesis that heavily populated 
words overshadow otherwise would-be-useful keywords. 
Removal of the dominance can capture healthier semantic 
neighbor relationships, as demonstrated in the result. 

IV. RELATED WORK 

Although P2P search attracted extensive studies over the 
past years, it still remains one of the most challenging 
problems [14]. Notable among others are those that capture 
and exploit semantic relationships between peers for better 
search results. The idea behind them is that semantic 
neighbors, i.e., semantically close peers, are more likely to 
be able to satisfy a semantically related query. A semantic 
overlay is first queried, before turning to a fail-over search 
mechanism if no enough answer is produced by the overlay. 
Several semantic shortcuts have been proved effective in 
providing high search efficiency for P2P networks, whether 
the links are either statically or dynamically created [3],[15-
19]. Semantic relationships between peers may be captured 
either implicitly (e.g., from observing user download 
patterns) or explicitly (e.g., from the information about the 
type of files being searched and peer profiles). 

The idea of content discrimination based on its popularity 
is also found elsewhere [4],[9],[11],[20]. However, it is 
embodied in a different way. Rather unpopular items are 
favored over popular documents, when building semantic-
based routing index [4]. More specifically, semantic 
neighbors for rare documents are given a preference by 
having highly replicated document links to be evicted from a 
semantic link cache to make room for a new entry. Also 
interesting is the hybrid search technique where a structured 
overlay is employed to locate rare items, and flooding over 
an unstructured network is used for searching popular files 
[11]. This is because structured networks incur higher 
overheads than unstructured overlay networks for popular 
documents. Search is first performed via query flooding 
over the unstructured network. With not enough results 
being returned, the DHT can be queried as a fail-over search 
mechanism.  

Content popularity is represented by Bloom filters that 
summarize the content of peers in our work. However, it 
should also be mentioned that Bloom filters are used to 
measure the overlap between peer documents in the form of 
compact synopses [9]. More specifically, Bloom filters are 
used to estimate mutual overlap between collections, so that 
the most useful collection can be added to the current set for 
P2P search to achieve a good recall with a minimal number 
of peers to contact. The work is similar, in spirit, to ours in 
that Bloom filters are exploited to determine which peer’s 
documents are more beneficial for content searches. 

V. CONCLUSION 

The main contribution of this paper is a novel overlay 
scheme that connects semantically related peers together. 
Based on Bloom filter-based content summary exchanges, a 
peer measures and ranks the semantic closeness of its 
neighbor peers, among which top k peers are selected as the 
semantic neighbors. Our proposed popularity-aware overlay 
scheme substantially improves semantic link quality by 

preventing highly-replicated documents from 
overshadowing modestly-replicated-to-rare items that are 
often more critical for overall search performance. Our 
proposal is validated through a comparative simulation 
study, which demonstrates superior semantic overlay quality 
and query routing performance in terms of query distance 
and co-occurrence. 
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