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Abstract—In this paper, a solution for the automatic
control of a residual water blunting system is proposed. The
blunting technological process, being a distributed parameter
one, is modeled using partial differential equations. This
approach implies very big technological advantages due to the
fact that the user has access to the pH value in each point of the
tanks of the blunting system. Another element of originality is
the inclusion of a distributed parameter process in a control
structure, having the possibility to maintain the pH value
constant in each point in the volume of the liquid from the
system. A method based on the matrix of partial derivatives of
the state vector (Mpdx) associated with Taylor series is used
for the modeling-simulation of both the blunting process and
the control system. The results assured by a simple control
structure are not sufficient due to the restrictive imposed
performances, so a cascade structure is treated in the paper.

Index Terms—automatic control, control system, distributed
parameter process, numerical simulation, partial differential
equation.

I. INTRODUCTION

The blunting system treated in this paper has the purpose
to assure a pH value very close to 7 (the indifferent pH
value) [1] of the residual water that results from different
points of the technological flow of producing seamless steel
pipes. The accuracy of the pH automatic control has to be a
very high one because the minimum (6.5) and maximum
(7.5) limits (imposed by law) must not be reached at the
overflowing point from the system. Only if these constrains
are respected, the ecosystem (in general the closest valley)
where the residual water is overflowed is protected against
pollution [2].

In its structure the blunting system contains four
consecutive (in relation to their length) neutralizing tanks.
Taking in consideration that in this application the residual
water has an acid character, the used neutralizer is the cream
of lime, a basic solution having pH equal to 12. The input
point in the system is the edge (in relation to its length) of
the first tank, where both substances are introduced in the
reaction through the corresponding pipes (the edge that does
not communicate with the second tank). Also, the output
point from the system corresponds to the overflowing point
of the last tank (tank four), being the edge that does not
communicate with tank number three. The circulation
between the input and output points appears due to the
difference of level between each consecutive tanks, due to
the fact that the substances are introduced continuously in
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the tanks and due to the fact that each tank is equipped with
a barbotage system (system that assures the chemical
homogenization, too).

Considering the fact that the set of performances
imposed on the control system is very restrictive, a simple
control structure with an on-off controller or with only one
PID controller is not sufficient to be used. The pH variation
is very high especially in the first tank, fact that introduces
the premise of using a cascade control system. In this
context, the first tank will be considered the first blunting
subsystem, with the main property that the pH variation is
very fast in it.

Using this approach, the effect of the main disturbance
(the acid that is introduced in the reaction) can be rejected
very efficiently in this tank. The second blunting subsystem
will be an equivalent tank that can replace the other three
tanks of the system. The equivalent tank can be considered
in this case because the three tanks have the same technical
characteristics and the same technological functions.

Both the technical characteristics of the tank number 1
associated to the first subsystem and those of the equivalent
tank associated to second one, are presented in the Table I:

TABLE I. TECHNICAL CHARACTERISTICS OF THE TANKS
Technical
characteristics
of the tank

Tank 1 Sm 2m

Equivalent Tank
(Tank 2 + Tank 3
+ Tank 4)

Length Width Depth Volume

L5m 15m’

15m 2m 1.5m 45m°

The general diagram of the blunting system, decomposed
in two sub-systems, is presented in Fig. 1.

From Fig. 1, we can remark that the pH transducers are
installed at the overflowing point of the two tanks, assuring
the feedback signals (in unified current) for the two pH
controllers AC1 and AC2. The two controllers are connected
in cascade, AC1 generating the reference to AC2. The
control signals (1 and 2) are unified current signals, too. The
control signal 2 adjusts the opening grade of the electro-
valve (the actuator) that assures the input of a certain flow of
neutralizer in the reaction.

The back-up cream of lime pipe belongs to the equivalent
tank and is used only in the fault procedures.

This control system generates very high performances in
stabilizing the value of the output signal, more exactly the
chemical pH value at the output of the blunting system (the
output of the equivalent tank).
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Figure 1. The general diagram of the blunting system

II. THE MATHEMATICAL MODEL OF THE BLUNTING
PROCESS

The pH variation of the chemical from the blunting
system varies, obviously, in relation to the independent
variable time (7). But besides that, the pH variation appears,
too, due to the fact that the reaction between the two
reactants occurs progressively from the input point in each
tank to the overflowing point of each tank (phenomenon that
is determined by the chemical circulation in the tanks).

Actuator

(electro-

valve)
e

Cream of
lime pipe

Level of the
liquid from

the tank

Barbotage

Considering this aspect, other independent variables that
determine the position in each tank can be introduced in the
model of the process.

In this case the residual water blunting process (system) is
treated as a distributed parameter one.

The independent variables associated to the position in
the system are introduced using the Cartesian space
representation, as it can be remarked in the following figure

(Fig. 2).
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Figure 2. The general structure of the tank associated to one from the two subsystems

In Fig. 2 the general structure of the two tanks from Fig. 1
is presented.

The two input pipes (for cream of lime and acid)
represented with dashed line are used only in the case of
tank number 1. The backup cream of lime pipe and the
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difference of level represented with dashed line too, are
marked only in the case of the equivalent tank. The
difference of level between the input and the overflowing
point (a small one) in the case of the equivalent tank
compensates the level difference between the three
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consecutive tanks that are viewed as an equivalent one. The
following approach is valid for both cases.

The pH variation on the tank’s length, width and depth
corresponds to the pH variation on the Op, Og, respectively
0r axes. The pH’s value homogenization is made with a very
high efficiency especially in the tank’s width, respectively
depth due to the barbotage system. This aspect implies the
fact that the pH wvariation on the Og and Or axes has an
insignificant weight comparing to the pH variation on the Op
axis case. Considering the previous remark, the conclusion
is that in the model of the blunting process, only the pH
variation on the Op axis is considered. In other words,
besides the time independent variable (f), only the “length”
independent variable (p) is considered.

The model of distributed parameter processes [3-9] can be
expressed using partial differential equations (PDE). The
general partial differential equation that describes how the
two processes work (associated to the two blunting
subsystems) is of second order with two independent
variables (time and length) (PDE II'2). The mentioned

general equation is presented in (1), being considered the
T+P

notation: Vip = where 7=0,1,2...., and P=0,1,2,.. .

ot" op”
oo " Yoo T @io " YVio T g1 " YVor Ty Vo t
+a, Y Ty YV = Poo

In (1) the coefficients are constant and the functions
y(t, p) (the pH value of the chemical from the tank) and

(1)

o(t, p) respect Cauchy conditions of continuity. The

notation associated to the differentiation order used in the
case of y function, is valid for ¢ function, too.

The modeling procedure is the same for both blunting
subsystems with the difference that the input signals in the
second subsystem are the output signals of the first
subsystem. To obtain the model of processes, the input flow
of the two reacting substances will be considered constant.
The previous remark implies the fact that the output signals
of the processes result from the pH value of the reacting
substances at the input point in the corresponding tank.

At the initial moment the assumption that the two tanks
are full with liquid with pH value equal to 7 is made and the
concentration of the liquid is homogenous in the tanks
volume.

Next, the modeling procedure for tank number 1 is
presented.

Due to the fact that two reacting substances are
introduced in the tank, the blunting process associated to the
first tank can be decomposed in two sub-processes
connected in parallel. In the first sub-process case, the acid
is introduced in the tank and in the same time, through the
cream of lime pipe, a liquid with the pH value equal to 7 is
introduced. The input signal has the value equal to the
difference between the acid’s pH and 7. Hence, the input

signal u ,(¢) will have a negative step variation form. The
effect of applying this signal at the input of the sub-process
is a decreasing evolution of the value of the output signal
¥4 (¢, p) under the value of 7 (pH indifferent value from

the chemical point of view). In the second sub-process case,
the cream of lime is introduced in the tank and in the same
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time, through the acid pipe, a liquid with the pH value equal
to 7 is introduced. The input signal u,(¢) has the value
equal to the difference between the cream of lime’s pH and
7. Hence, the input signal will have a positive step variation
form. The effect of applying the positive step signal at the
input of the second sub-process is an increasing evolution of
the value of the output signal y,, (¢, p) over the value of 7.
The model of each sub-process can be expressed using the
equation from relation (1) by replacing y function with
v, & p) or y,(t,p). The output signal of the blunting
process associated to the first tank will be the sum between
the output signals from the two sub-processes:
Y, p)=y,(t,p)+ vyt p). (2)
The y,(t,p) signal represents the pH value of the
chemical from the first tank if both the acid and the cream of

lime are introduced through the corresponding pipes.
For the equivalent tank, the procedure is the same, but the

input signals are considered y (¢, p) and y,, (¢, p) instead

of u,(¢) and u,(¢). Also the notations for the two sub-

processes output signals are y,.(¢,p), Trespectively
Vg (t, p) and the output signal from the process is:
Ve(t,p) =Y (6, p)+ Y (t, ). A3)

In Fig. 3, the block diagram of the blunting process is
presented. The sub-processes are numbered from 1 to 4 as it
can be noticed in the figure.

Due to the fact that the two tanks are connected in series
and the processes associated to the tanks can be decomposed
each in two sub-processes, it results (Fig. 3) a combined
serial and parallel connection of four PDEs. Only a subscript

attached to the function u,,(¢), respectively u,,(t)
(without considering the A and B letters that determine the
sub-process) signifies the differentiation order of those
elements related to independent variable (7). This notation
remains valid for the following intermediary signals
presented in this paper, too. The approximating analytical
solutions that verify relation (1), for the four sub-processes
are:

yOOANi(t’p):Ky Fy () Fypy () - 11, () “4)
where i can be Al, A2, Bl or B2. In relation (4) K,
represents the proportionality constant of the process. K, is

a dimensionless coefficient and after some analytical
calculations results K, =0.25.Also

L %
nL-1
P 2
Fopi(p)=0y+0,-e A4, ™. T and T, are the time

t
A
Fp®=1-——e " - and

-1

Sl

constants of the process respectively P

and P, can be
called “the length constants” of the process. o coefficients
will be detailed later in this chapter.

After accomplishing the necessary experiments on the
plant, it results that the speed of the chemical reaction

decreases with the length increasing on the Op axis.
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The blunting process associated to the
second (equivalent) tank (two PDEs

Figure 3. The block diagram of the blunting process

The effect of this remark is that the value of the time

constants 7, and 7, differs for different points on the Op

axis.
Hence, higher the value of the distance from the origin of
the Cartesian system on the Op axis is, higher the values of

the time constants are.
y,Ep)a
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The evolution of the analytical solution of the equation
from relation (1) singularized for the sub-processes Al and
A2, related to the two independent variables (¢ and p), u ,(t)

being a negative step signal, is qualitatively presented in
Fig. 4.

{Fr-
.]v'(f=p[;.) }( fu.pD)

y@.py)

Figure 4. The evolution of the analytical solution related to t and p, for the sub-processes Al and A2

Also, the evolution of the analytical solution of the
equation from relation (1) singularized for the sub-processes
B1 and B2, related to the two independent variables (¢ and
p), u,(t) being a positive step signal, is qualitatively
presented in Fig. 5.

The analytical model was approximated using some
intermediary representative measurements from the process.
In Figs. 4 and 5, the indices 0 signify the initial values, i
indices signify the initial values, f indices signify the final
values, respectively indices a and g signify the difference

between the settling time of the response for p, and for p .

On the origin line, the reaction does not occur, the value
of the response remaining constant at the value 7 (y,). In

the immediate neighborhood of the origin ( p, ), the reaction
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occurs very fast but the pH value (for ¢ fa) remains near 7
(»;) because the reaction is only at the start. At the
overflowing point ( r f) the reaction appears slower but the
pH value (for ¢ Iy ) presents a maximum variation in relation

to (y,) because the reaction is complete.

From Fig. 4 and Fig. 5, results the antagonistic effect of
the acid, respectively of the cream of lime introduced in the
process. Making the sum of the two effects and considering
the appropriate values of the flows of the two substances,
the resultant will become null creating the possibility to
control [10-12] the pH value.

The experimental identification is applied in order to
obtain the structure parameters of the process, more exactly
the time constants and the “length constants” of the process.
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Figure 5. The evolution of the analytical solution related to t and p, for the sub-processes B1 and B2

The experiment is based on the step response of the
blunting process. The experimental curves are obtained
measuring the evolution in time of the pH value in different
points located on the lengths of the tanks of the system
(including the input point in the system, some intermediary
points and the overflowing point of the system).

The time constants are identified using the tangent

method [13,14], resulting the values 7, =2.56min and

1
T,, =3.84min for y(¢,p,), respectively T, =7.04min

18
and 7, , =10.56min for y(z, p,) . The evolution of the time

constants from p, to p P is approximately linear and is

iven b relations: = Ty ~Tha
g y : Ly =T,+——p>
Py=Po
T ,-T,
T, =T, +-22%.p  where p,<p<p, and
Pr—Po
f, <t <ty

“The length constants” of the process are identified using
a method based on an interpolation procedure, resulting the
values £, =1.6m and P, =2.4m. Using these values, the
a... coefficients from relation (1) can be calculated with the
a10=]—iy+TZy’ aZO:TI;/.TZ;/’

next formulae: gy =1,

ag=HR+F, an=K-b and a, =T, +T,) (R+5).

Also o coefficients from the relations of F|, (p) can be

calculated with the following formulae: Oy = ﬁ,
Uy,
to D)=V, .
o, = Y aiPo) = Vg _h , respectively
Uy, A-F
to D)=V,
o, = YWurP) V5 B pereic (ALA2BLB2).

b-hB
The identified time and length constants, being structure
parameters, remain the same for all four sub-processes.

Upy;

1

III. MATHEMATICAL MODELING AND NUMERICAL
SIMULATION OF THE CONTROL STRUCTURE

The cascade control structure [15] is presented in Fig. 6.
In Fig. 6, the internal loop is associated to the first tank of

the blunting system. Its output signals y (¢, p), v, (¢, p)
and implicitly their sum y,(z,p) have a much faster
variation comparing to the corresponding signals from the

external loop (y . (t, p), vz (¢, p) and y,(t, p)).

The process associated to the equivalent tank is placed in
the external loop. The output signals from the internal loop
are input signals for the external one. The faster variation of
the signals from the internal loop comparing to the signals
from the external one is given by the fact that the length of
tank number one is three times smaller than the length of the
equivalent tank (the time constants value depending on the
length as it was determined in the previous chapter) and due
to the fact that the input signals in the blunting system
correspond to the input signals in the first tank. The
measured signals are y, (¢, p) , respectively y. (¢, p).

The significance of the new notations from Fig. 6 is:
Ci—main PID controller (associated to the external loop);
Cy—secondary PID controller (associated to the internal
loop); A-actuator (the electro-valve); MT1, MT2—pH

transducers; af (t) = af, —main error signal;, ai(t) = ai,—

—secondary error signal;  ¢f(¢) = ¢f, —control  signal

generated by Cy; ci(t) = ci, —control signal generated by Cy;

w(t) = w,—teference signal;  f(¢) = f, —actuating signal
representing the flow of the cream of lime, after the
generated by ml(t)=m,,,

actuations controllers;

mF (t) = mF,—measurement signals. K represents a

pH
proportionality constant equal to 5 (pH of cream of lime-7).
In the case of the control structure, u,(r) and u,(z)

represent the multiplication results between the flow of the
two reactants and the values of the differences between their
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pH and 7. In the control structure [16-19], the effect of the
acid (the outputs of PDEA1 and PDEA2) can be viewed like
a disturbance signal. The analogue modeling of the system
presented in Fig. 6 starts from the following system of
equations:

Transducer 1:

The blunting process
associated to the first tank
(two PDEs connected in

Volume 14, Number 2, 2014

mli,

: (%)
mly =—-[K; - (Voour + Yoo ) =Ml ]

1
1 TT

The blunting process
associated to the second tank
(two PDEs connected in

i parallel) i i parallel) i
% HA(I) Sub-process i i Sub-process }'AF(I= p) i
| —— 1 : : + 3 i
¥ (PDEAL) ! : (PDEA2) !
i | | L YD)
| : : T
w(t) 4 A9 ai(t) ci(t) f) % o 5(f) | Sub-process i : Sub-process i
—D®L Cl L@—u Cz » A > KpH ; : > 2 : E . 4 '
- ™7 ¥ (PDEBI) ! i PDEB2) | Yzr(.p) !
3 The blunting process (the PDEs E
i connected in series and in parallel) !
mI(I) MT1
F(t
" ( ) MT2 |«
Figure 6. The cascade control structure
Transducer 2: Uyg
mk, 1 , : ©)
1 ) (6) U =——(K ;- Ky iy —tiyp)
mk 27'[KT'(yOOAF+yOOBF)_mE)] EE
T Sub-processes 1-4 (i€ { ALLAF,BI,BF}) (PDE II-2):
PI]?(controller 1(Cy): Voor
c
0 . Mo
10)
cf; =—[Kppp - (Wy —mFy) + K e - (W —mE}) — 1 (
/ T, K - O ) ¥ Ko (0 ) Vaoi == [Po0; = (oo * Yoo + Ao " Vioi +
—cf;] (N 2
+ g You a4 Vi + gy Vo)l
cf, = 1. (K oo - (W, —mE) + K e - (W, —mEy) + In the previous relations, the following symbols have also
T, been used: K, — proportionality constant of transducers,
+ K - (W, —mEy) = cf] T, — time constant of transducers (the two transducers are of
PIP controller 2 (C2): the same type), K,,.— proportionality constant of first
ci
0 . controller (Cy), K, — integrative constant of first controller
ciy = T—-[KPR, (W, —ml )+ K, (W, —ml})— (C1), K, — derivative constant of first controller (C),
R i Q)  Kpw— proportionality constant of second controller (C,),
1 ’ K, — integrative constant of second controller (C,), K, —
ciy = T_'[Kpm (W —ml)+ K - (Wy —ml) + — derivative constant of second controller (Cy), 7Tj,—inertial
: . time constant of each controller (both controllers are of the
+K gy - (W, —ml,)—ciy ]

Actuator:
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same type), K, —proportionality constant of actuator and
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T, — time constant of actuator.
The elements of the state vector x, associated to the

control system (Fig. 7) result from the relations (5-10). Also,

Volume 14, Number 2, 2014

the elements of the state vector x, (Fig. 7) (associated to

PDEA1 and PDEA?2) are obtained using the relation (10).
The two state vectors are presented in transposed form:

xg! = | ml, ml, | mFy | mF, | ¢fy cfy ciy | ciy | Ypp | ¥ | Yoomr | Ywa | Yoosr | Yiosr
xJl=| ¥ v v v
A Y o Yo Yooar | Ywur
Figure 7. The X, and X, state vectors in the transposed form
Considering the values M=8 and N=35, respectively M=8
and N=10 that define the dimension of the matrices M IV.  THE RESULTS OF THE SIMULATIONS

pdxB

and M (the matrix of partial derivatives of the state

pdxA
vector), these are presented in Fig. 8 [20].

é*@h

Xyn

v - I
Xra X ez I =35

!

!

Myaxs =

Xy XTRa

Figure 8. The Mpde and MpdxA matrices

The matrices and vectors that occur in Fig. 8 are: state
vector x,; vector of partial derivatives related to time (¢) of

the state vector x,,; matrix of partial derivatives related to

independent variable (p) of the state vector x,,; matrix of

partial derivatives related to time (¢) and to the independent
variable (p) of the state vector x,,,; i can be 4 or B. Thus, it

results that the matrices Mp s and Mpdx , have the
(49-9)), respectively (MpdxA (14-9)). To

start the numerical simulation, the initial conditions of the

dimensions (M B

elements of the two M s matrices are needed to be known

or calculated. A possibility to calculate them is to use the
analytical solution of the four sub-processes. After doing the
calculations, we can make the matrices ( M, ) (i€ {4,B})

for the initial conditions (( M ) that correspond to the

pai) 1C
start sequence (k-1). In order to advance from sequence
(k-1) to sequence (k) we need to use the Taylor series [20].

The numerical simulation [20] is finished when ¢>¢ /5

(final simulation time f). In all the relations from this
section we consider that the integration step (Ar) has a
value that is small enough, so that the numerical integration
is being done correctly. For the case of blunting process
composed of two sub-processes, relations (2) and (3) can be
applied to obtain the process output.

The simulation applications are developed in MATLAB
environment [21]. After simulation, the comparison between
the response that results through numerical integration and
the analytical response of the system is made, through the
calculus of the cumulated relative error in percentage [20].
All the simulations are made for the case of continuous
functioning. The tuning of both controllers C; and C, is
made using an adapted form of module criterion for the case
when the model of the process is expressed through PDEs
(for this type of processes do not exist specific tuning
methods). Using the module criterion (applied for second
order processes) is obtained the general form of the

controller parameters, valid for both controllers:
__h+T __ 1 __nL'n
oK T, 2Ky T 2K T,
where 7, and 7, (through singularization) are the time

constants corresponding to each of the two processes. The

T, and T, constants are referring to the T, and T,,

constants which are calculated in each of the two cases for
the corresponding values of (p). Also, T, =T, +T,, +T,.

The K, constant is present in all three formulae and, while

changing its value, the three controller parameters are
simultaneously modified. Firstly, the value of the K, is

fixed for the controller from the internal loop. After that,
another value of the K,, constant is chosen for the

controller from the external loop. The numerical simulation
of the control structure is made in order to obtain the system
performances. If the performances are not enclosed in the

imposed limits, the value of K, associated to C; is

decreased progressively, for each decrease the simulation of
the structure being repeated and, in each case the obtained
performances being evaluated. Hence, the tuning method is
an iterative one. In the case when, from a simulation to the
following one, the performances of the system do not have a

significant improvement, the K, constant associated to C,

is decreased as value and keeping this value constant, the
iterative procedure previously presented is repeated
(modifying only the parameters of C;) until the imposed
performances are obtained. In order to obtain much better
performances than the imposed ones, the iterative tuning
procedure can be continued, but taking into consideration
the variation form and limits of the actuating signal. The
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variation of the K, constants between two successive

iterations, in both controller cases, has not an imposed value
(being modified considering the grade of the performances
improvement from an iteration to the next one). In each

controller case, decreasing the value of the K, constant we

can obtain a stronger control effect (action). After applying
the tuning procedure, the following parameters result:

K pe =0.0014, K pr =9.35-10 min™'
=0.0049min (for C,), respectively K,, =4.887,

and

KDRF
K, =0.5313min"" and K, =10.7923min (for C,).

In Fig. 9 the comparative graph between the analytical
and the numerical response of the automatic control system
is presented (the variation in time of the y.(z, p) signal).
The reference signal’s value is fixed at 7 and the disturbance
signal is generated from the PDEA1’s input step type signal:
u,t)=D,@t)-(pH,-T), where D (t)=const.=3l/s 1is
the acid’s flow and pH , = const. =3 is the acid’s pH. This

relation shows that the value of the first sub-process output
signal can be modified either through the value of D, (#) or

the value of pH ,. In the tank, at the initial moment, the

chemical’s pH is considered 7. Also this simulation is made
at the overflowing point (p = p f) from the second tank (the

equivalent tank).

The performances imposed on the control system are:
overshoot smaller in module than 7%, steady state error at
position equal to 0, settling time smaller than 40min and
value of the actuating signal smaller than the saturation limit
(41/s). From Fig. 9, it results that the value of the overshoot
is 0 =—-1.217% (value smaller in module than 7%) and the

value of the steady state error at position a,, =0.
Considering the fact that the system “remains” in steady
state regime because the response is enclosed into the

stationary band of +3% near 7 (the imposed steady state
value of the output signal), the settling time value can be

considered Omin (¢, = 0min ).

7.04 T T T T T T T T

o A The analytical response
"| —— The numerical response

7

= 698

s

= 696
6.94

6.92)

6'90 20 40 60 8 100 120 140 160 180

Time [min]
Figure 9. The comparative graph between the analytical and the numerical
response of the process, at the overflowing point

On the graph we cannot differentiate the two responses
due to the very small error between them. The values of the

error are proportional, in steady state regime, with 107 %
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showing the very good performances of the numerical
simulation method. The actuating signal (f{f)) simulated
through numerical integration is presented in Fig. 10. As it
can be remarked from Fig. 10, the maximum and also the
steady state value of the actuating signal is 2.4 /s, value
smaller than the saturation limit.

2.5

__The actuating signal
simulated through numerical integration

The flow of cream of lime [1/s]

0 20 40 60 8 100 120 140 160 180
Time [min]
Figure 10. The actuating signal simulated through numerical integration

Another very important aspect is the fact that the
actuating signal does not present value jumps.

The modeling-simulation method, being a general one,
offers the user the possibility to have access to all the
intermediary values. This aspect is very important in the
analysis of the control system and in order to verify that the
values of these variables are enclosed between the
minimum-maximum limits. In all the following simulations,
the false 0 value for unified current (4 mA) is considered.

In Fig. 11, the variation in time of the two measurement
signals, through numerical integration, is presented.

From Fig. 11, we can remark the fact that the variation of
the measurement signal is higher and faster in the case of the
internal loop in comparison to the external loop case,
respectively in both cases, in steady state regime, the
measurement signal tends to the value 12 mA (4mA + 8mA)
that corresponds to the pH value 7.

12.5 T L} L} L} L] L] L] L]
_ 12
<
E __ The measurement signal associated to C2
= (from the internal loop)
=
en 1 1 1 1 1 1 1 1 1 1 >
=0 20 40 60 80 100 120 140 160 180
= Time [min]
=] 121 T T T T T T T T
= __ The measurement signal associated to C1
= (from the external loop)
= 1
1 1. 1 1 1 1 1

0 20 40 60 8 100 120 140 160 180
Time [min]

Figure 11. The two measurement signals simulated through numerical

integration

In Fig. 12, the two control signals generated by the
controllers C; and C,, simulated through numerical
integration, are presented. From Fig. 12, it results that in a
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great measure, the control system forces the rejecting of the
effect of the disturbance in the internal loop (the values of
the control signal generated by C, being in each moment
much higher than in the case of the control signal generated
by Cy).

1

n

___ The control signal from the internal loop
(generated by C2)

= 9

£

= 20040 60 80 100 120 140 160 180
= . .

o0 Time [min]

:4‘000/{ T T L] T L] L] L] L]

=

o

4.0002

__The control signal from the external loop
(generated by C1)

020 40 60 8 100 120 140 160 180
Time [min]

Figure 12. The two control signals simulated through numerical integration

In Fig. 13, the two error signals from the two loops,
simulated through numerical integration, are presented.
These two signals have, in steady state regime, the value
OmA (4mA + 0 mA) implying the fact that the main purpose
of the control structure is accomplished (the value of the
steady state error at the position is null).

In Fig. 14, the comparative graph between the numerical
response of the automatic control system in the case of using
the cascade control structure (the previous presented case)
and the numerical response in the case of using a simple
structure (with only one pH transducer placed at the
overflowing point from the blunting system) are presented.
From Fig. 14 we can notice the fact that the performances
obtained in the case of using the cascade structure are much
better than in the case of using the simple structure.

41

___ The error signal for C1
(for the external loop)

— 4

<

E

- 3.95 | | | | | | | | >
= 0 20 4 60 8 100 120 140 160 180
5 Time [min]

= __ The error signal for C2

[Sa]

(for the internal loop)
45

0 20 40 60 8 100 120 140 160 180
Time [min]

Figure 13. The two error signals simulated through numerical integration

.

This simulation is made for the best controller that could
be obtained for the simple control structure (K ,, = 8.2286,

K, =04675min"" and  K,, =34.7575min), the

Volume 14, Number 2, 2014

o =-6.65%
(|-6.65%| > |[-1.2%]), the settling time is ¢, =64min (in

corresponding performances being

the case of the cascade structure the settling time can be
considered 0 min) and the value of the steady state error at

position ay, = 0 (in both cases).

7.1
6.9k
S o8t
=) H
o H §
% SR
E # —The case of the cascade control structure
6.6 i .
""" The case of the simple control structure
6'JO 20 40 60 80 100 120 140 160 180

Time [min]
Figure 14. The comparative graph between the cases of using the cascade
and the simple control structure

Also, the minimum value of the response of the simple
control structure is very close to the minimum limit of 6.5,
fact that has to be avoided in order to assure the safety in
working.

Another important element in the problem approach is the
behavior of the control system in the case of the appearance
of a more restrictive disturbance. In Fig 15 is shown the
comparative graph between the system’s response in the
initial case (case of Fig. 9; in Fig 15 with continuous line)

and the system’s response if D, (¢)=const.=4l/s and

pH , = const.=2 (in Fig. 15 with dashed line).

7.1 T T T T T T r r

— The case with initial disturbance
7.05F
----- The case with a more severe disturbance

pH value

6‘gJO 20 40 60 8 100 120 140 160 180

Time [min]
Figure 15. The comparative graph between the initial case and the case of
introducing more severe disturbances

From Fig. 15 it results that the effect of the disturbance, in
both cases is rejected, because in steady state regime, the
value of the output signal is the imposed one (7). Also it
results that, due to the higher value of the disturbance, the
obtained performances (especially the overshoot) in the
second case are weaker than in the initial case. The
additional control effort necessary to reject the effect of the
more severe disturbance obviously results from Fig. 16, the
values of the actuating signal (represented with dashed line)
being higher than in the initial case (with continuous line).
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.20 3F o
R=) 3
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T i — The case of the initial disturbance
----- The case of a more severe disturbance
GO 20 40 60 80 100 120 140 160 180
Time [min]

Figure 16. The comparative graph between actuating signals in the initial
case and in the case of introducing more severe disturbances

Other types of possible disturbances that can appear in the
system are the variable ones, for example sine type
disturbances. If, over the initial disturbance from the case of
Fig. 9 is superposed a sine type disturbance with the relation

u'A (#)=1-sin(w-t), ®@=0.34rad /min, the comparative

graph between the analytical and the numerical response of
the control system is presented in Fig. 17. From Fig. 17, we
can remark that the effect of the disturbance is rejected due
to the fact that the system’s response is enclosed in the
stationary band of £3% near 7. In this case, the value of the
corresponding actuating signal, in steady state regime, varies
after a sine curve near the value of 2.4 I/s.

7.1 T T T T T T T T

7.05)

gH value

The analytical response

— The numerical response

6'8J0 20 40 60 80 100 120 140 160 180

Time [min]
Figure 17. The comparative graph between the analytical and the numerical
response of the system, if a combined step+sine type disturbance appears

V. CONCLUSIONS

The paper proposes a cascade control strategy for the pH
control in a residual water blunting system. The modeling-
simulation method used for the presented control system, is

based on the (M i ), associated with Taylor series, method

that assures a very high accuracy of the numerical
simulation. The high accuracy is proved by the fact that the
cumulative relative error in percentage calculated between
the analytical and the numerical response of the process has
very small values (near to 0). The error was presented only
for the simulation from Fig. 9, but the obtained errors from
all the simulations have approximately the same values as in
the mentioned case. The value of the integration step that is
used is A7 =0.01min.

The two sub-processes from the structure of the treated
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process are viewed as processes with distributed parameters
and are modeled through PDEs. This approach permits the
pH control in different points on the tanks lengths. Although
the input signals in the sub-processes are multiplication
results between the reactants flows, respectively the
reactants pH, we use the simplifier hypothesis that these do
not introduce non-linearity [22] in their models, due to the
big volume of the tanks. All the imposed performances on
the control system are respected. Also, in the simulation
from Fig. 14 it is shown the fact that the cascade control
structure generates very good results comparing with the
simple control structure, its implementation being justified.
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