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1Abstract—This paper proposes an iteration stopping 
criterion for turbo decoding with Benedetto’s decoding 
algorithm based on a posteriori probabilities. This stopping 
criterion is used in two schemes. Firstly, it is used in a classical 
turbo code scheme on additive white gaussian noise (AWGN) 
channel. Secondly, it is used in a scheme combining a turbo 
code and a Golden space-time block code on fast Rayleigh 
fading multiple input multiple output (MIMO) channel. 
Simulation results with different thresholds for the stopping 
criterion show that a threshold of 1.2 and 1.4 in the first and 
second scheme, respectively, are sufficient for obtaining the 
same bit error rate and frame error rate performance like in 
the case of using the ideal genie stopping criterion. The 
difference between the average number of iterations for these 
thresholds and for the genie stopping criterion is at most 1.5 
and 1.25, respectively. 
 

Index Terms—average number of iterations, space-time 
block codes, stopping criterion, threshold, turbo codes. 

I. INTRODUCTION 

A classical turbo code consists of the concatenation of 
two recursive systematic convolutional codes and an 
interleaver [1]. Turbo decoding can be done with algorithms 
based on sequence estimation (i.e. Soft-Output Viterbi 
Algorithm - SOVA) or algorithms based on symbol-by-
symbol estimation (the soft input and soft output algorithm 
(SISO) Maximum A Posteriori (MAP)). The last ones have 
two versions: Bahl-Cocke-Jelinek-Raviv (BCJR) version [1] 
and SISO - A Posteriori Probability (APP) Benedetto 
version  [2-3]. Of the two algorithm categories, the most 
frequently used are the ones based on symbol estimation. In 
practice, the BCJR algorithm uses the Log-MAP and Max-
Log-MAP implementations, using log-likelihood ratios 
(LLRs) and the Jacobian logarithm approximation [4]. 
Benedetto’s approach has the advantage of providing the 
soft estimates for the coded bits that can be used in schemes 
that combine a turbo code with another type of error 
correcting code, for example a space-time block code 
(STBC) [5-6]. 

Classical turbo decoding consists in performing a 
number of iterations between the two component decoders. 
The number of iterations can have a fixed value or can be 
determined by a specific iteration stopping criterion. 
Efficient iteration stopping criteria are very useful because 

they limit the decoding time without affecting the 
performances of bit error rates (BER) or frame error rates 
(FER) after decoding. So far, many iteration stopping 
criteria have been proposed for the BCJR-MAP decoding 
algorithm. A summarizing work is given in [7-8]. Stopping 
criteria for turbo codes are given in [9-20]. For the SISO–
APP algorithm the literature doesn’t provide us with specific 
results. However, iteration stopping criteria for BCJR-MAP 
can be implemented in the SISO-APP algorithm that works 
with probabilities. In this article, we propose the matching 
of the criterion based on the minimum absolute value of 
LLRs (minabsLLR) to SISO-APP Benedetto’s decoding 
algorithm. 
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The paper is structured as follows: in section II the 
minabsLLR is revised for the BCJR-MAP decoding 
algorithm, in section III the proposed stopping criterion is 
presented (denoted minsumP), in section IV simulation 
results are shown for the classical turbo code scheme and 
the scheme combining a turbo code and a Golden STBC and 
section V concludes the paper. 

II. MINABSLLR STOPPING CRITERION FOR THE BCJR-MAP 

DECODING ALGORITHM 

For the BCJR-MAP decoding algorithm the component 
decoders consist of the received values after demodulation 
corresponding to the BPSK modulated symbols: sky

N

 for the 

systematic bits,  and  for the parity check bits of 

the two component encoders, , where  is the 

length of interleaver. The inputs in the first decoder are 

1p ky 2p ky

1,2,...,k  N

sky

k N

 

and  together with the a priori LLR values  (initially 

set to 0 — for the first iteration , 
1p ky akL

1,2,0akL  ..., ). 

After the first half of iteration the extrinsic information 
sequence 1 2,..e kL k, 1, ., N , results. After interleaving, the a 

priori values 2 ,a kL k 1,2,..., N  of the second decoder 

result. This sequence is the third input of the second decoder 
together with the interleaved sequences sy

LL

 and . The 

output of the second decoder is represented by the extrinsic 
information sequence , that after interleaving becomes 

the a priori information of the first decoder . After a 

number of iterations (given or imposed by the stopping 
criterion) and after de-interleaving, the  values, are 

compared with the threshold 0 in order to provide the 
estimated bits. 

2py
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For the minabsLLR criterion [9-10] the iterations stop 
when all the ,  absolute values, at a given 

iteration, are greater or equal than the threshold value 
kLLR 1,2,...,k  N

LLRT : 

k LLR 1, 2,...,k LLR T N,     (1) 
Otherwise, the iterations continue. 

III. MINSUMP STOPPING CRITERION FOR SISO-APP 

DECODING ALGORITHM 

In this section, we propose the minabsLLR stopping 
criterion of the BCJR-MAP decoding algorithm, matched 
for the SISO-APP algorithm. This stopping criterion is 
denoted minsumP, because in this case the decision is taken 
by comparing sums of probabilities. 

The algorithm is based on a SISO component decoder 
model, given in Figure 1 [2]. 
 

 ;P c I

 ;P u I

 ;P c O

 ;P u O
 

Figure 1. Soft-input soft-output model (SISO) 

 
The SISO module is a four port device which has as inputs 

the probability distribution sequences  

 ;P c I     (2)  ;P u I 


and returns the probability distribution sequences 

 ;P c O     (3)  ;P u O

based on the inputs and the component trellis code. I and O 
stand for input and output, respectively. 

The algorithm is firstly presented for the two-step non-
logarithmic version. The component code is a recursive 
convolutional systematic code with coding rate 1/2 (the 
uncoded bit is u , the systematic bit is sc  and the coded bit 

is pc ) 

1) At time  the output probability distributions are 
computed as 

k

       1
: ( )

; S
k p c k k k

e c e c
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   (5) 
2)  and  are obtained by forward and 

backward recursions, respectively: 
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The initial values for the terminated trellis are:  

  0
0

1,

0,

s S
A s

otherwise


 


                           (8) 

  01,

0,N

s S
B s

otherwise


 


                (9) 

For the unterminated trellis we have: 

  01/ , , ,
SN SB s N s S S    1N ,                     (10) 

where sN   is the number of states in the code trellis.  Ss e  

and  Es e  in the above relations represent the initial and 

final state on branch  in the trellis section.  represents 

the systematic bit and 

e  u e

 c e  the coded bit from branch . e

cH  and uH  are normalization constants defined such 

that: 

 ;
p

c k p
c

H P c O 1                  (11) 

 ;u k
u

H P u O 1                            (12) 

For the SISO-APP version of the turbo decoding 
algorithm from one decoder to the other we have the 
extrinsic values expressed by the probabilities  ;kiP u O , 

where 1i   for the first decoder and  for the second 
one. The systematic bit can take the values 

2i 
0u   or 1u  . 

The decisions are taken by comparing the value 

   20; 0;kP O1kP O   with    1 2 1;k kP O1;P O , 

1,k N,  , providing to the output the bit corresponding to 
the greatest sum of probabilities.  

Considering how the decision is made in the SISO-APP 
algorithm, we match the stopping criterion minsumP as 
follows: the iterations stop when all the values 

   1 20; 0;k kP O P O , 1, ,k N  , or all the values 

   1 21; 1;k kP O P O , 1, ,k N  , are greater than or equal 

to a certain threshold sumPT , meaning:    

   1 20; 0;k kP O P O T  sumP 1, ,k N  ,  or 

    1 21; 1;k kP O P O T  sumP 1, ,k  ,          (13) N

Otherwise, the iterations will continue. 

IV. SIMULATION RESULTS AND THE EFFICIENT 

THRESHOLDS FOR THE MINSUMP CRITERION  

The simulation results will be given for the two schemes 
presented in the introduction: classical turbo code on 
AWGN channel (having the global coding rate of 1/3) and 
scheme combining a turbo code and a Golden STBC, like in 
[6]. In both cases, the generator matrix of component 
recursive systematic convolutional codes in the turbo code, 
in octal form, is  1,15 13G  . The interleaver used is a 

random interleaver of length 512. The used thresholds have 
a step of 0.2 and when the threshold is too low or too high 
(i. e. close to 1 or 2) the step is 0.1 or 0.05. When error rate 
performance is close to that for the genie stopping criterion, 
we use a step of 0.1 to improve the found threshold. 

IV.1. SIMULATION RESULTS FOR A TURBO CODE ON AWGN 

CHANNEL 

The simulation results for a classical turbo code on 
AWGN channel are given in Figure 2 a), the BER curves, b) 
the FER curves and in Figure 3 the curves for the average 
number of iterations of the ideal genie stopping criterion and 
the minsumP criterion for the following thresholds 1.05, 1.1, 
1.2, 1.4, 1.6, 1.8 and 1.9, denoted with T . 

In Figure 2 a) using the genie stopping criterion we 
obtain similar BER values if the threshold is at least 1.1. In 
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Figure 2 b) we obtain similar FER values if the threshold is 
at least 1.2. 

For the threshold of 1.2 the difference between the 
average number of iterations for the genie stopping criterion 
and the minsumP criterion is at most 1.5. At this threshold 
the average number of iterations for high SNR value (2 dB) 
is approximately 3, much lower than the maximum value of 
at least 8 recommended in literature.     
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Figure 2. a) BER and b) FER curves for the classical turbo code on AWGN 
channel 
 

IV.2. SIMULATION RESULTS FOR THE COMBINING SCHEME 

OF A TURBO CODE AND A GOLDEN STBC 
 

The simulation results for the scheme combining a turbo 
code and a Golden STBC on fast Rayleigh fading MIMO 
channel are given in Figure 4 a), the BER curves, Figure 4 
b) the FER curves. Figure 5 represents the curves for the 
average number of iterations of the ideal genie stopping 
criterion and the minsumP criterion for the following 
thresholds 1.05, 1.1, 1.2, 1.3, 1.4, 1.6, 1.8 and 1.9, denoted 
with T . 

In Figure 4 a) we obtain similar BER values with genie 
stopping criterion if the threshold is at least 1.3. In Figure 4 
b) we obtain similar FER values if the threshold is at least 
1.4. 

For the threshold of 1.4 the difference between the 
average number of iterations for the genie stopping criterion 
and the minsumP criterion is at most 1.25, slightly lower 
than the corresponding value for the classical turbo code 
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Figure 3. Average number of iterations for classical turbo code on AWGN 
channel 
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b) 

Figure 4. a) BER and b) FER curves for scheme combining a turbo code 
and a Golden STBC on fast Rayleigh fading MIMO channel 
 

on AWGN channel. This fact can be due to the use of the 
Golden STBC which improves the soft value at input in the 
turbo decoder. At this threshold, the average number of 
iterations for high SNR value (2.5 dB) is approximately 3. 

V. CONCLUSIONS 

This paper proposes an iteration stopping criterion for 
turbo decoding using Benedetto’s decoding algorithm based 
on a posteriori probabilities. The stopping criterion consists  
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Figure 5. Average number of iterations for scheme combining a turbo code 
and a Golden STBC on fast Rayleigh fading MIMO channel 

 
in stopping the decoding iterations when the sum of the two 
probabilities (of 0 and 1 after first and second component 
decoder, respectively) at a current time moment, resulted as 
extrinsic information, is greater than a given threshold for 
all bits in a frame. 

This stopping criterion is used in a classical turbo code 
scheme on AWGN channel and in a scheme combining a 
turbo code and a Golden STBC on fast Rayleigh fading 
MIMO channel.  

Simulation results with different thresholds of the 
stopping criterion from section 4 show that a threshold of 
1.2 and 1.4 in the first and second scheme, respectively, are 
sufficient for obtaining the same BER and FER 
performances like in the case of using the ideal genie 
stopping criterion. The difference between the average 
number of iterations for these thresholds and the genie 
stopping criterion is at most 1.5 and 1.25, respectively. 
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