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1Abstract—Total hip replacement is a common procedure in 

today orthopedics, with high rate of long-term success. Failure 
prevention is based on a regular follow-up aimed at checking 
the prosthesis fit and state by means of visual inspection of 
radiographic images. It is our purpose to provide automatic 
means for aiding medical personnel in this task. Therefore we 
have constructed tools for automatic identification of the 
component parts of the radiograph, followed by analysis of 
interactions between the bone and the prosthesis. The results 
form a set of parameters with obvious interest in medical 
diagnosis. 
 

Index Terms—biomedical image processing, feature 
extraction, image enhancement, prosthetics, X-rays. 

I. INTRODUCTION 

The idea of total hip prosthesis was born before the 1950s 
and evolved towards the total hip prosthesis universally used 
today, composed of a stem and an acetabular component. 
The replacement procedure known as total hip arthroplasty 
(THA) became a well-known and highly developed 
technique to reduce pain in arthrotic and arthritic hips. 

Taking into account the data existing in the Nationwide 
Inpatient Sample (NIS) [1] the hip replacement procedures 
increased by about 32% (from 290,700 procedures to 
383,500 procedures per year), between 1997 and 2005 in US 
alone. Kurtz et al. [2] used this data to make projections and 
to analyze the population-based outcomes of THAs, 
estimating that by 2030 the demand for primary THAs will 
grow by 174% to 572,000 procedures per year. 

In the majority of cases, after a hip replacement 
procedure, the patient is able to fully recover, although at 
certain times complications may appear. The hip prostheses 
procedures require a continuous, regular and careful follow-
up and monitoring, in order to detect failures. Wear is an 
important factor in failure, as is aseptic loosening, which is 
an indication for revision surgery in up to 20% of the 
primary THA’s. Aseptic loosening of a THA is the result of 
a combination of bio-mechanical and chemical factors: the 
weakening of the bone resulting from bone resumption 
because of particle disease; the material strain in the 
interface of prosthesis and bone; the failure of the ingrowths 
in improperly fitted un-cemented prostheses; the inadequate 
stress transfer of prosthesis to bone [3]. 

A key issue in the prosthesis check-up is the need of 
consulting very specialized medical personnel, which is 
concentrated in a few centers, unlike the geographical 

spread of X-ray machines and general practitioners. Under 
these circumstances, the implementation of computer-
assisted tools for supporting the diagnosis is of great 
interest, since it may help distribute some of the regular, 
normally evolving cases away from the THA-performing 
medical centers and orthopedic surgeons. 
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In this paper we present the results of our efforts to 
produce computer based automatic tools for the support of 
the diagnosis in prosthesed hip area. Consequently, the 
remainder of the paper is organized as follows: the next 
section deals with the problem of turning analogue film 
radiographs into digital images; section III describes the 
prosthesis and bone segmentation procedures which are 
further used, as we will describe in section IV to produce 
clinical relevant measurements. 

II. DIGITIZATION AND VISUALIZATION 

Although modern technology provides means and 
apparatus for digital X-ray acquisition, due to cost and time 
evolution considerations, such an option is not always 
possible. In less economically developed areas, bone system 
visual investigations still rely on analogue X-ray images. 
Moreover, the analogue radiographies acquired in the past 
represent valuable information for current medical 
investigations. As detailed in section IV A, the majority of 
our data came in analogue form; hence, we aimed a low cost 
alternative digital acquisition scheme, which implies 
photographing the radiographic film with a regular, 
consumer grade, digital still camera. Such an approach has a 
major drawback: the low dynamic range of a digital still 
camera output reduces the quantity of information available 
in a radiograph. This means a loss of details existing in the 
original image and obviously the problem has to be dealt 
with. 

In order to study the behavior of the femoral components 
of the hip prosthesis, the needed image can be limited to the 
immediate area surrounding the prosthesis stem, 
corresponding to an area of some 300cm2 of radiographic 
film. From the medical practice it comes that we should 
reliably measure and represent details as small as 0.1 mm 
within the area of interest. That leads to the constraint of 
using a minimal 10pixels/mm (250ppi) resolution, implying 
the use of a digital still camera with at least 4Mpixels 
sensor. This is easily achievable by a reasonable consumer 
digital still camera. 

Yet, the digital camera cannot provide the equivalent 
dynamic range of the X-ray film. The spatial resolution of 
an analogue X-ray image is given by the grain density of the 
film, which is typically at some 108grains/cm2, yielding a 
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dynamic range of approximately 36dB [4]. The images 
acquired by a digital still camera have a resolution given by 
the camera sensor size (upper limited at some 107pixels) and 
the size of the imaged area. Such images exhibit a typical 
dynamic range of some 24dB to 32dB (depending on the 
image mode - color or RAW).  

Two approaches were considered to fix the loss of 
information in digitized images of the hip area. One is to 
combine frames acquired with different exposures and to 
process the results [5]. Another solution uses only one initial 
image and a pixel ordering technique [6]. The resulting 
quantization over-samples the output space, such that the 
details visibility is increased. The two methods will be 
shortly described from a comparative point of view. 

A. X-ray image dynamic range increase by combining 
multiple scene instances 

The straightforward solution to the problems generated by 
the reduced dynamic range of the digital still camera is to 
combine multiple images of the same scene, taken under 
various settings (usually different shutter speeds). This 
approach is known as bracketing. The underlying idea is that 
each of the images that are to be combined captures with 
high quality only a certain part of the scene color (or 
grayscale) gamut (as imposed by the settings of the camera). 
The algorithm selects, for each pixel of the spatial support of 
the scene, the acquired image that provides the best value. 
That selection is based on the assumption that all the images 
are perfectly aligned. 

Traditionally, there is a first step of image registration 
that ensures the perfect alignment of the individual frames. 
However this has high computational cost and there is no 
method with 100% accuracy. Thus a mechanical device that 
impedes the miss-alignments (like placing the camera on a 
tripod) is preferred. 

The second step is the actual dynamic range increasing. 
The approach becomes more and more common and is 
widely described in literature [7]. 

The input data is a set of three photographs, namely 

 acquired with different exposures, 321 ,, III 01 Ev , 

, .  is a logarithmic measure for 

relative exposure;  is given to a photograph, when 
the exposure time and aperture balance the illumination of 
the scene and internal camera amplification in order to have 
a near uniform resulting histogram [8]. An image with 

 is acquired with half of the normal exposure time 

and, therefore, is under-exposed.  is obtained for 
an image with double of exposure time and, thus, is over-
exposed. Each such image correctly records one part of the 
scene’s gamut and is less accurate elsewhere: the under-
exposed image records correctly the upper part of the gamut, 
while the lower part is degraded by quantization error and 
noise; the normal-exposed image is accurate in the center 
part of the gamut and the over-exposed image is accurate in 
the lower part, while the upper range is degraded by 
saturation. This information may be encoded by a set of 
weights, 
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 . A formal derivation of these weights may be 
found in [5], while an example is presented in figure 1. 

The fusion method of the three images is direct. The 

saturated pixels and the noise-corrupted pixels are 
discarded, and we simply average using the discussed 
weights, the values of the remaining pixels across the set of 
acquired images. The pictures with normal exposure are the 
reference for the image content. The pixels arriving from 
under or over-exposed images add details. The operation is 
performed independently for each pixel in the resulting 
image.  

 

 
Figure 1. The weights, ω, that encode the information accuracy (on the Y 
axis, in the [0,1] range) in an under-exposed image (Ev=-1, left hand plot), 
normal-exposed image (Ev=0, center plot) and over-exposed image (Ev=+1, 
right hand plot), with respect to image intensities (on X axis, given in 
[0,255] range). The weights correspond to a consumer digital still camera. 

 
The mixing of the input frames (I1, I2, I3) at (l,m) 

location takes the form of a convex combination:  
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In the above equations, the set of weights,  , are 
predefined and are plotted in figure 1. 

It has been shown, [5], that for this specific problem, if 
the scalar multiplication, , and the addition, , are 
implemented according to a non-linear image processing 
model, like the one proposed by Jourlin and Pinoli [9], the 
level of details in the resulting image is higher. A set of the 
initial three frames and the resulting high dynamic range 
(HDR) image is to be found in figure 2. 

B. X-ray image dynamic range increase by total pixel 
ordering 

The bracketing method described in the subsection above 
has the disadvantage of requiring several frames hence 
increasing the algorithm memory requirements. The natural 
way to avoid such a problem is the use of a single image, 
reasonably well exposed, and to review the dynamic range 
increase problem within an image enhancement framework. 

Basically, we can view the dynamic range increase as the 
creation of significantly more different pixel values that the 
number of different pixel values available in the initial 
image. This cannot be performed by simple, point image 
enhancement operations, such as the classical histogram 
equalization or histogram stretching [1], but requires the 
segregation of same-valued pixels according to their local 
statistics. In some way, we replace the multiple luminance 
values available at each pixel location from multiple 
acquisitions of the scene (as used in the bracketing 
approach) by data computed in some spatial neighborhoods, 
yielding to the association of a feature vector to each image 
pixel. The pixels are then ordered according to their feature 
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vectors and, based on the resulting string the pixels are 
assigned new, increasing gray level values. This is the 
approach introduced in [11] for histogram specification. 

 

 
Figure 2. Digital still camera acquisition of radiographic film image of total 
hip prostheses: (a) under-exposed, (b) normal-exposed and (c) over-
exposed image. All images are 8 bits per pixel (bpp) luminance images of 
the original 12 bpp equivalent film. The resulting HDR image (d) is plotted 
simulating 12bpp by using highly unsaturated colors (as explained in 
subsection II. C). 

 
Initially, the specified histogram is either flat (yielding to 

a perfect histogram equalization) or a stretched variant of 
the original histogram of the image, but with the same 
number of bins, corresponding to the same number of 
different gray levels in the resulting image. In order to 
increase the dynamic range of the resulting image, we will 
use a different approach by specifying a histogram with 
more bins (and thus more different gray levels in the 
resulting image) than the number of bins in the original 
image. This target histogram will be obtained by 
interpolating the histogram of the original image. 

Let I be the initial image. Each pixel (l,m) from the image 

I is mapped to a feature vector ),( mlg


, composed by: 

 ),...,(),,(),,(),( 321 mlgmlgmlgmlg                (3) 

where  is the initial pixel value (in order to 

maintain the relative intensity ranking of pixels) and 

 with are the features computed in some 

neighborhoods of the current pixel. Let  be the 
lexicographic ordering relation applied to the feature vectors  
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The choice of specific features ),( mlgk  is imposed by 

the desired appearance of the final image. The use of local 
averages, as suggested in [11], as a reference choice, will 
favor the pixels located in uniform areas and will slightly 
blur the edges. In order to enhance the overall edge 
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observations. 
Considering the case of two pixels that have the same 

value, their difference is imposed by the relative order of 
their features. If the pixels are located in a uniform region, 
then their supplementary features should be zero. If the 
pixels are located within a non-uniform area, then the 
contrast of that area should be increased. It is well known 
that the human eye is sensitive to luminance contrast and 
two regions of the same shape and gray level will be seen 
differently based on the gray level of the background: if one 
of the shapes is placed on a lighter background (higher gray 
level), it will appear darker than the other one. Thus, in the 
non-uniform areas, the pixel that has a lower gray level than 
the local mean will be made even darker; the pixel that has a 
greater gray level compared cal m  

hter. 

We define the features ),( mlgk     1212  kk  

neighborhood as follows:  
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where max  is the maximal standard deviation within the 

image (computed at each pixel location within the 

   1212  kk   neighborhood).  

One can decide the neighborhood is uniform if the 
riance is very smva all, even if it is not zero. In this case the 
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where   is the maximum value of the variance for 
which the neighborhood is considered uniform. 

The described method was applied using a three-
dimensional feature vector on the X-ray image captured 
under an automatic exposure, as the one presented in figure 
3 (a). The result of the method is shown in figure 3 (b). In 
figure 3(c) the differences between the original image 
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multiplied by 22 and the HDR image obtained by pixel 
ordering method can be seen. As desired, the bigger the 
local contrast is, the bigger the differences. 

   

a) b) c) 
Figure 3. b) Image resulting after total ordering method 

with  
 (a) Original image. (

15minmax   . The resulting HDR image is plotted with 

10bpp. c) The difference between the original image multiplied with 22 and 
the resulted HDR image.  
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uld be effective for 
the segmentation of the prosthesis stem. 

 

 Visualization and Evaluation 

Both methods have been configured to produce HDR 
images with 12bpp. The 12bpp gray level images were 
displayed on usual RGB color displays using an extension of 
the classical gray level map via highly unsaturated colors 
that match the needed luminance levels that uniformly 
sample the luminance range. Indeed, the human visual 
system is unable to distinguish colors for which the 
difference within the maximal and minimal RGB 
components is small (less than 5 units on the 256 units 
scale). As such, the 4096 gray levels needed for the 12bpp 
representation are obtained from the 256 classical 

act) gray levels and 3840 highly unsaturated colors. 
For the evaluation of HDR images, even that several 

objective methods like the value of actual dynamic range or 
entropy are at hand, we considered that none of them is 
consistent with orthopedist or radiologist experimented 
opinion, which under these circumstances has to be taken as 
ground truth. Expert’s opinion concluded that both methods 
produce more information that the original, normal-exposed 
images and the method involving multiple frames is better. 
Also it was in their opinion that even differences between 
original analog radiograph and the digital counterparts do 
exist, they do not alter the main features of the image and 
the consequent diagnosis will have the sa

III. PROSTHESIS-BONE SEGMENTATION 

As mentioned in the introduction, we aimed at supporting 
the follow-up diagnosis. In such a case, the key feature is the 
accurate estimation of the prosthesis stem fit within the 
femoral bone [12]. But this may only come after the 
identification of the three major parts in the hip area: the soft 
tissue, the bone and the prostheses

 image segmentation problem.  
The goal of the image segmentation is the extraction of 

distinct objects (regions) from the original image [10]. The 
objects are defined according to the specific field of 
application and are usually described by some uniformity 
criterion. In this particular application we are primarily 

interested in the segmentation of the hip prosthesis, and, 
more precisel

mponent). 
The envisaged problem is known and we can identify 

precursors of the proposed solutions. Segmentations of 
radiographic images of bone from the hip area, but without 
prostheses have been proposed by Dong, [13], or by Ying, 
[14], using contour detectors. Closer to the subject of this 
paper we consider the solutions proposed by Hatfield et al., 
[15], Kerrigan et al. [16], [17], which shapes the waist hip 
cartilage by ellipses; unfortunately the type of prosthesis 
used is cemented, leading to perfect fixation inside the 
femoral bone, hence a different pathol

mputational more simple solutions. 
To resolve the issue of radiographic image

e h  addressed several methods such as:  
• Histogram based segmentation both by
ap thresholding (Otsu [18], Kitler [19]);  
• Segmentation in t

-M s algorithm [20];  
• Segmentation by Mean-Shift algorithm [21];  
• Segmentation al
axim ation (EM) [22];  
• Contour oriented segmentation using g
mpass, Sobel [23], Harris [24] or Canny [25].  
All these methods have been evaluated. The best results 

for identifying the prosthesis were found with EM algorithm 
and Canny contour operator. However, these general 
algorithms and their direct use provide a rough segmentation 
of the images. We are interested in the separation of the 
bone and, even more, the separation of the medullar 
channel. In order to do that and to achieve better results, 
another segmentation algorithm was developed. This 
algorithm starts at the results achieved by EM or Canny and 
adapts them to the problem specificity. A

 Region Oriented Segmentation 

A histogram of a typical prosthesed hip area radiographic 
image is shown in figure 4. It can be seen that the upper 
histogram mode corresponds to the prosthesis (the 
foreground) and to some parts of the bone (from both the 
acetabulum and the femur), while the middle histogram 
mode relates to the bone mass. Thus, if the separation 
thresholds can be reliable and automatically detected, then 
three-class thresholding methods [26] co

 
Figure 4. Histogram of the image from figure 5 (a).
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Figure 5. (a) Original image; (b) EM segmented image; (c) Prosthesis stem 
edge extracted by Canny algorithm from the original image. 

  
Automatically finding the optimal thresholding value that 

correctly extracts the foreground is a problem widely 
studied in literature [27]. One of the histogram based 
segmentation techniques that leads to good results in our 
case implies the use of the Expectation-Maximization (EM) 
algorithm. The EM algorithm [28] is a classical method used 
in statistics to find the maximum likelihood estimates of a 
set of parameters that best fits the available data. In our case 
we assumed that the image data is generated by a mixture of 
three classes (prosthesis, bone, soft tissue), with each class 
being characterized by a Gaussian probability density 

function with mean i  and standard deviation i , 

),( iiN   (with ). Each class has its own weight 3,2,1i

i , determined by the number of pixels in that class 

denominated by the total number of pixels, and the image 
probability density function is modeled by a mixture of 
Gaussians: 





3

1

);(
i

iii NwH                                                 (8) 

The EM algorithm will iterate until it finds the set of 
parameters that best fits the image histogram. Once the 
parameters are set, the class membership of each pixel is 
found by a simple maximum likelihood rule. An EM-
segmented hip radiography is presented in figure 5 (b). 

B. Contour Oriented Segmentation 

Edge oriented image segmentation takes into account the 
spatial distribution of the pixels [29], looking for pixels 
related to spatial gray level discontinuities. Edge detection is 
based on local contrast, which seems more suitable for 
separation of the prostheses from the bone. Several 
techniques are at hand. Basic gradient operators, second-
order derivative operators, phase congruency methods can 
be used for edge detection. But Canny operator [25] proved 
to be the most common and effective choice. We shall focus 
on it, since it provides the best results in our case. 

A common choice [29] for the implementation of the 
Canny operator consists of the following steps:  

• Gaussian smoothing to reduce the noise (which 
may be implemented by convolution with a Gaussian 
kernel);  

• Sobel operator for edge detection;  
• Non-maxima suppression used for locating the 

highest magnitude points in an edge map while suppressing 
the other;  

• Threshold with hysteresis to connect edge points 
and therefore to provide continuous contours.  

The Canny operator has been found very reliable in 
separating the prostheses stem from the bone. An example 
of Canny edge detection within a hip X-ray is presented in 
figure 5 (c). As one can easily notice, the edges of the stem 
are well detected. 

C. Robust segmentation of the prosthesed hip images 

A more efficient segmentation of the images should 
consider supplementary information about the content of the 
image to be segmented. For example we know that the 
prosthesed hip images will contain a central area with very 
light gray levels that corresponds to the prosthesis. The 
approximate shape of the prosthesis is also known. Around 
the prosthesis there might be a darker area - the medullar 
channel. On the borders of the image, soft tissue region will 
form a very dark, sometimes black area. All such 
information, although sometimes vague, may be placed in 
the segmentation algorithm. In the following we will 
describe an algorithm for segmenting radiographic images 
with prosthetic hip starting from the segmentation results 
already obtained by EM or Canny segmentation and taking 
into account the particularities of our images. 

This segmentation method is based on image analysis of 
linear sections perpendicular to the femur (i.e. analyzing 
rows from the image if the femur is vertical). It requires a 
rough segmentation of this zone and analysis of its 
orientation. The rough segmentation step can be one of the 
algorithms discussed in the previous subsections: EM or 
Canny. 

Using the rough segmentations results, the orientation of 
the prosthesis contour and its division into Gruen zones (see 
figure 6) can be inferred easily using geometrical 
considerations. 

Further, the algorithm for segmenting the femoral area 
will investigate each linear section perpendicular to the 
prosthetic stem in order to determine the limits (contours) of 
the bone and of the medullar channel (where they exist). It 
will first define a maximum distance of search. A typical 
linear section, which includes bone, medullar channel and 
the prosthesis, can be seen in figure 7. One can easily 
observe that the center belongs to the prosthesis 
(characterized by very high intensities). On both sides of 
this area there is a valley, which belongs to the gray levels 
of the medullar channel (a darker area in the radiographic 
image) that separates the bone from the prosthesis. At the 
extreme edges the graph has very small values, which is the 
soft tissue that is of no interest in the present application. In 
the case presented in figure 7, on the left side of the image 
one can see an area with very high luminance. This area 
belongs to a region where the negatoscope was not covered 
by the radiograph. This region should be ignored in future 
analysis of the image. 

In the following we denote by , with  the 

gray level values present in the linear section (perpendicular 
to the prosthesis stem). The proposed method consists of 
three main steps: 

jx Mj ,...,1
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Figure 6. The 7 Gruen zones marked on a prostheses diagram. 

 
1. Accurately determining the prosthesis limits, thus 

eliminating the possible small errors of the rough 
segmentation step done with EM or Canny algorithms. This 
step also allows us to make the rough segmentation on an 
image with lower resolution in order to increase the running 
speed of the algorithm;  

2. Determining the outer limits of the bone;  
3. Testing the existence of medullar channel followed 

by determination of its contours.  
The bone and the prosthesis limits will be defined 

according to the gradient of the gray level profile of the 
linear section of the considered image. Thus the boundary 
between the prosthesis and the bone (or the medullar 
channel, if it exists) is characterized by the sharpest slope in 

the considered section. So, we define the left limit,  

(the right one goes symmetrically) of the prosthesis stem as 
the abscissa point of the maximum variation of gray levels: 

leftp

 jj
jj

left xx
dj

dx
p 








 1maxargmaxarg 



        (9)

  (9) 
To eliminate errors that might occur due to the presence 

of different artifacts such as uncovered negatoscope area, 
markings on the X-ray analogue film, scratches etc., we 
used as starting points the roughly segmented prosthesis and 
we searched near these points. The search distance must be 
defined relative to the image resolution and to the size of the 
roughly segmented prosthesis. Of course, the final outcome 
will also depend on how fair the result of rough 
segmentation is. 

The next step is to determine the outline points of the 
bone using a search area around the region of the prosthesis. 
The outline point of the femur on the left side of the 

prosthesis  is the one where the levels of gray start to 
show an increase: 

leftb

  





   0argmin 1 jj

j

left xxb                          (10) 

Next, we look inside the bone, to the medullar channel (if 
it exists) so to determine its contours. We will first define a 
set of conditions to be fulfilled to prove the existence of the 
channel. Thus, on each part of the prosthesis stem, the 
existence of the medullar channel is equivalent to the 
existence of a minimum boundary zone between the 
prosthesis contour and the outer limit of the bone. This zone, 

denoted by  and   can be mathematically defined 

as:  
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where T is a predefined threshold. 

 
a) b) 

Figure 7. a) Digital image of the prosthesis area. Marked with black is the 
line perpendicular to the prosthesis stem detailed in b). The points needed 
for segmentation are marked are shown. 

 

If there is at least one point kx  then t  point corresponds 

to the medullar channel in the left of the prosthesis. 

Similarly, if there is a point lx  there is m dullar channel on 

the right side of the prosthesis. 

he

e

The next step is to determine the medullar channel 
boundaries. For this step, several solutions are at hand. The 
best solution is to take the medullar channel limit as the 
point between the outer bone limit and the prosthesis limit 
where the gradient of gray levels exhibits a maximal 
decrease, respectively increase (in the right side of the 
prostheses): 
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          (12) 

Where the medullar channel is not found, its width will be 
set to zero. 

Considering that linear sections perpendicular to the 
prosthesis were analyzed separately, one can apply a 
correction step that takes into account that in reality two 
successive contour points (prosthesis edges, or the inner and 
the outer bone) are not independent. As such, the errors can 
be reduced by a last filtering step, which was chosen as 
being a median one and imposed contour continuity. 

At this point we provide a segmentation of the femoral 
area in four regions: soft tissue, bone with medullar channel 
and prosthesis. To construct an objective measure of correct 
segmentation method, a set of images were manually 
marked. Then we made measurements in respect to the 
manual marking, considered as ground truth. In table I we 
present the detection rate and false positives for all the 
segmented areas using as starting points the two methods of 
rough segmentation, EM and Canny respectively. 
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TABLE I. OBJECTIVE MEASUREMENTS - DETECTION RATE (D.R.) AND 

FALSE POSITIVES (F.P.) FOR THE SEGMENTATION OF PROSTHESIS, FEMORAL 

BONE AND MEDULLAR CHANNEL STARTING FROM THE TWO ROUGH 

SEGMENTATION METHODS DISCUSSED (CANNY AND EM). 
Rough segmentation 

method 
Measure Robust 

with EM 
Robust with 

Canny 
D.R 71.8 % 99.1 % Prostheses stem 
F.P 2.6 % 0.4 % 
D.R 68.6 % 96.9 % Femoral bone 
F.P 4.3 % 4.2 % 
D.R 65.1 % 94.5 % Medullar channel 
F.P 21.9 % 28.2% 

 
 

 
Figure 8. (a) Segmentation of the medullar channel by the robust method 

described, (b) medullar channel manually marked. 
 
In figure 8 one can see the results of the segmentation 

method described in this chapter on a radiographic image. 
The Canny operator was chosen to illustrate the rough 
segmentation step because it gives better results. 

IV. CLINICAL RELEVANT MEASURES 

When constructing a radiographic image analysis system 
to help medical staff, one must ensure that the statistical or 
topological measures are related to the clinical diagnosis. In 
the current section we present our proposals for the 
mentioned purpose. The actual computed measures focus on 
recording subtle information about the fixation of the 
prostheses stem inside the femoral bone. 

As previously said, a problem that occurs in THAs is the 
inadequate fixation of the prosthesis. A serious consequence 
may be the bone breaking under the pressure of the femoral 
stem. We construct measures that can be used to estimate an 
overall score for the prosthesis stem fit inside the femoral 
bone. The investigated measures consist of the prosthesis - 
bone distance profile, the angle made by the prosthesis stem 
with the bone and the percentage of regions where the femur 
touches the prosthesis. 

A. Database 

In our study we have used 108 analogue radiographs from 
a total of 30 patients. There were between 2 and 5 different 
radiographs (acquired at different moments of time) for each 
patient. There were all antero-posterior images of the 
prosthesed hip area. From the different existing 
technological solutions for prostheses, our study focuses on 
the case of un-cemented prostheses with hydroxyl-apatite 
coating of the femoral stem. We have built digital images by 
photographing the film X-rays placed on a negatoscope. 

 
Figure 9. Radiographic hip prosthesis image with marked angle between the 
bone and the prostheses stem axis. 

B. Bone- prosthesis angle 

A parameter that can help determine a general measure of 
fit of the prosthesis in the medullar channel of the femur is 
the relative angle between the axis of the prosthesis stem 
and axis of the femoral bone. The axis of the bone is defined 
as the regression line of the pixels determined to be in the 
middle of the distance between the outer bone limits, while 
the axis of the prostheses is determined in respect to the 
prostheses edges. 

A high value of this angle signals imminent danger, 
because the lower part of the prostheses stem apply high 
pressure on the bone, which can split or crack. The angle 
between the prosthesis and bone can be calculated for any 
segmentation method that separate bone pixels from those of 
prostheses. An example of representation of this angle is to 
be seen in figure 9. 

 
TABLE II. RESULTS FOR ESTIMATING THE BONE - PROSTHESIS ANGLE WITH 

RESPECT TO THE MANUALLY MARKED IMAGES. 
Segmentation Mean Square Mean error 

method error[%] 
[
o

] 
Robust with EM 6.9% 

0.98
o

 
Robust with Canny 0.03% 

0.13
o

 

 
A set of comparative results for the bone - prosthesis 

angle, depending on the rough segmentation method used, is 
presented in table II. The error is computed in respect to the 
manually marked images. 

C. Region of adjacency  

Another parameter of interest consists of the zones where 
the prosthesis is adjacent to the femur. A high percentage of 
such points correspond to the best match of the prosthesis in 
the femoral channel, while a low percentage is assigned to a 
weak attachment and may indicate impending fractures or 
osteolysis. A set of comparative results for the zone of 
adjacency, depending on the rough segmentation method 
used, is presented in table III. The error is computed in 
respect to the manually marked images. 

 
TABLE III. RESULTS FOR ESTIMATING THE AREAS OF ADJACENCY WITH 

RESPECT TO THE MANUALLY MARKED IMAGES 
Segmentation method Mean Square 

error[%] 
Mean error [pixels] 

Robust with EM 0.35% 120 pixels 
Robust with Canny 0.31% 108 pixels 
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D. Bone-prostheses distance profile 

Another investigated aspect is the bone - prosthesis 
distance profile [6]. This profile can also be used to assess 
the fit of the prosthetic stem inside the medullar channel. If 
the prosthesis is not properly fitted inside the medullar 
channel, then its movement can bring discomfort and can 
cause damage or even breaking the bone. 

A known clinical problem of hip prostheses is osteolysis. 
By rubbing the prostheses stem on the bone, its surface 
could loosen particles, which interact with bone structure 
leading to dissolution of the latter. Bone distance profile - 
prosthesis can be used for a diagnosis of this problem. 

Starting from the segmented image, we can calculate for 
each line the width of the empty medullar channel (which is 
the bone - prostheses distance). Ideally this should be 
minimum and the prostheses stem should geometrically fit 
inside the bone. Figure 10 plots the profile of the prosthesis 
- bone distance on both sides of the stem. 

 

 
a) b) 

Figure 10. Bone-prostheses distance profile on Gruen zones (a) 3 and 2 and 
respectively (b) 5 and 6 in the case presented in figure 5 (a). The values on 
the Y axes are the distances in pixels at the corresponding row plotted on 
the X axis (starting from the end of the stem). 

V. CONCLUSIONS AND FUTURE STEPS 

 The approach described in this paper can be used as 
automated screening for the follow-up of patients with hip 
prostheses by standard X-ray investigation, creating a 
prosthesis evolution history, which could be subsequently 
used for the prediction of the prosthesis degradation. The 
mandatory future steps imply the enlargement of the 
database with more data that addresses a broader range of 
problems from the THA pathology. 

On the other hand, even that all the received feedback was 
positive, such methods for computer-aided diagnostic must 
follow a lengthy process before becoming of standard use 
daily medical practice. Authors are determined to persevere 
in doing all the necessary steps so to see a practical use of it.   
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