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Hyperspectral pixels which have high spectral resolution are used to predict decomposition of material types on area of obtained image. Due to its multidimensional form, hyperspectral image classification is a challenging task. Hyperspectral images are also affected by radiometric noise. In order to improve the classification accuracy, many researchers are focusing on the improvement of filtering, feature extraction and classification methods. In the context of hyperspectral image classification, spatial information is as important as spectral information. In this study, a three-dimensional spatial-spectral filtering based feature extraction method is presented. It consists of three main steps. The first is a pre-processing step which include spatial-spectral information filtering in three-dimensional space. The second comprises extract functional features of filtered data. The last one is combining extracted features by serial feature fusion strategy and using to classify hyperspectral image pixels. Experiments were conducted on two popular public hyperspectral remote sensing image, 1%, 5%, 10% and 15% of samples of each classes used as training set, the remaining is used as test set. The proposed method compared with well-known methods. Experimental results show that the proposed method achieved outstanding performance than compared methods in hyperspectral image classification task.
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