







	
		

		
		

		
		

	



	


	
	



	
	
	Menu:


	Home
	Current Issue
	Past Issues
	Early Access
	Search
	Author Guidelines
	Paper Submission
	Submission Status
	Reviewer Login
	About
	Citations
	Editorial Board
	Distribution
	Contact
	Support












	FACTS & FIGURES





JCR Impact Factor: 0.800
JCR 5-Year IF: 1.000
SCOPUS CiteScore: 2.0

Issues per year: 4
Current issue: Feb 2024
Next issue: May 2024
Avg review time: 78 days
Avg accept to publ: 48 days
APC: 300 EUR


















	PUBLISHER




Stefan cel Mare
University of Suceava

Faculty of Electrical Engineering and
Computer Science

13, Universitatii Street
Suceava - 720229
ROMANIA


Print ISSN: 1582-7445

Online ISSN: 1844-7600

WorldCat: 643243560

doi: 10.4316/AECE


















	TRAFFIC STATS










2,487,333


unique visits





990,525

 downloads 


 Since November 1, 2009 







Robots online now
bingbot
Googlebot


















	SCOPUS CiteScore





















	SJR SCImago RANK


























	LINKS





AECE on Wikipedia

DAS Conference

DAS on Wikipedia

EMCLab Laboratory


Hard & Soft Contest























	TEXT LINKS





Anycast DNS Hosting













		


		




		










	MOST RECENT ISSUES


	 Volume 24 (2024)


 
     »   Issue 1 / 2024
 
 
	 Volume 23 (2023)


 
     »   Issue 4 / 2023
 
     »   Issue 3 / 2023
 
     »   Issue 2 / 2023
 
     »   Issue 1 / 2023
 
 
	 Volume 22 (2022)


 
     »   Issue 4 / 2022
 
     »   Issue 3 / 2022
 
     »   Issue 2 / 2022
 
     »   Issue 1 / 2022
 
 
	 Volume 21 (2021)


 
     »   Issue 4 / 2021
 
     »   Issue 3 / 2021
 
     »   Issue 2 / 2021
 
     »   Issue 1 / 2021
 
 


	  View all issues  














	







	FEATURED ARTICLE





Analysis of the Hybrid PSO-InC MPPT for Different Partial Shading Conditions, LEOPOLDINO, A. L. M., FREITAS, C. M., MONTEIRO, L. F. C.
Issue 2/2022
AbstractPlus





















	SAMPLE ARTICLES


Nonlinear Observer Based on Linear Matrix Inequalities for Sensorless Grid-tied Single-stage Photovoltaic System, TERAN-GONZALEZ, R. A. J., PEREZ, J., BERISTAIN, J. A.
Issue 3/2021
AbstractPlus

Classification of Low-Resolution Flying Objects in Videos Using the Machine Learning Approach, STANCIC, I., VEIC, L., MUSIC, J., GRUJIC, T.
Issue 2/2022
AbstractPlus

Control Based on Linear Matrix Inequalities for Power Converters of an Islanded AC Microgrid, TERAN, R. A. J., PEREZ, J., BERISTAIN, J. A., VALLE, O. A.
Issue 3/2022
AbstractPlus

Sum-Log Stopping Criterion for Log-MAP Turbo Decoding, OUARDI, A.
Issue 1/2023
AbstractPlus

A Wind Energy Prediction Scheme Combining Cauchy Variation and Reverse Learning Strategy, WU, X., SHEN, X., ZHANG, J., ZHANG, Y.
Issue 4/2021
AbstractPlus

Stub Loaded Patch Antenna and a Novel Method for Miniaturization at Sub 6 GHz 5G and Wi-Fi Frequencies, HAKANOGLU, B. G., KOC, B., SEN, O., YALDUZ, H., TURKMEN, M.
Issue 2/2021
AbstractPlus



















	TOP ARTICLES


 Most cited in WOS »


 Most cited in SCOPUS »



 Most read articles »








	






	LATEST NEWS






2023-Jun-28

Clarivate Analytics published the InCites Journal Citations Report for 2022. The InCites JCR Impact Factor of Advances in Electrical and Computer Engineering is 0.800 (0.700 without Journal self-cites), and the InCites JCR 5-Year Impact Factor is 1.000.

2023-Jun-05

SCOPUS published the CiteScore for 2022, computed by using an improved methodology, counting the citations received in 2019-2022 and dividing the sum by the number of papers published in the same time frame. The CiteScore of Advances in Electrical and Computer Engineering for 2022 is 2.0. For "General Computer Science" we rank #134/233 and for "Electrical and Electronic Engineering" we rank #478/738.

2022-Jun-28

Clarivate Analytics published the InCites Journal Citations Report for 2021. The InCites JCR Impact Factor of Advances in Electrical and Computer Engineering is 0.825 (0.722 without Journal self-cites), and the InCites JCR 5-Year Impact Factor is 0.752.

2022-Jun-16

SCOPUS published the CiteScore for 2021, computed by using an improved methodology, counting the citations received in 2018-2021 and dividing the sum by the number of papers published in the same time frame. The CiteScore of Advances in Electrical and Computer Engineering for 2021 is 2.5, the same as for 2020 but better than all our previous results.

2021-Jun-30

Clarivate Analytics published the InCites Journal Citations Report for 2020. The InCites JCR Impact Factor of Advances in Electrical and Computer Engineering is 1.221 (1.053 without Journal self-cites), and the InCites JCR 5-Year Impact Factor is 0.961.


	
	

		
		
Read More »

	








	
		






	
	
		


	

	    



	



	
	 
	
	



	
	
	

	
	
	
	  1/2013 - 1	View TOC | « Previous Article | Next Article »



	 HIGH-IMPACT PAPER 


	Automatic and Parallel Optimized Learning for Neural Networks performing MIMO Applications

FULGINEI, F. R.   ,  LAUDANI, A.   ,  SALVINI, A.   , PARODI, M.   

 
	View the paper record and citations in 

	Click to see author's profile in  SCOPUS,  IEEE Xplore,  Web of Science


	 Download PDF  (705 KB) | Citation | Downloads: 1,889 | Views: 7,059	


Author keywords
neural networks, multivariate function decomposition, learning optimization, parallel computing, genetic algorithms


References keywords
neural(23), networks(14), network(9), salvini(6), riganti(6), fulginei(6), decomposition(5), problems(4), optimization(4), feed(4)
Blue keywords are present in both the references section and the paper title.

About this article
Date of Publication: 2013-02-28
Volume 13, Issue 1, Year 2013, On page(s): 3 - 12
ISSN: 1582-7445, e-ISSN: 1844-7600
Digital Object Identifier: 10.4316/AECE.2013.01001

Web of Science Accession Number: 000315768300001
SCOPUS ID: 84875323616
	Abstract	
	Full text preview

An automatic and optimized approach based on multivariate functions decomposition is presented to face Multi-Input-Multi-Output (MIMO) applications by using Single-Input-Single-Output (SISO) feed-forward Neural Networks (NNs). Indeed, often the learning time and the computational costs are too large for an effective use of MIMO NNs. Since performing a MISO neural model by starting from a single MIMO NN is frequently adopted in literature, the proposed method introduces three other steps: 1) a further decomposition; 2) a learning optimization; 3) a parallel training to speed up the process. Starting from a MISO NN, a collection of SISO NNs can be obtained by means a multi-dimensional Single Value Decomposition (SVD). Then, a general approach for the learning optimization of SISO NNs is applied. It is based on the observation that the performances of SISO NNs improve in terms of generalization and robustness against noise under suitable learning conditions. Thus, each SISO NN is trained and optimized by using limited training data that allow a significant decrease of computational costs. Moreover, a parallel architecture can be easily implemented. Consequently, the presented approach allows to perform an automatic conversion of MIMO NN into a collection of parallel-optimized SISO NNs. Experimental results will be suitably shown. 
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