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Abstract—The secondary level control of stand-alone 
distributed energy systems requires accurate online state 
information for effective coordination of its components. State 
estimation is possible through several techniques depending on 
the system’s architecture and control philosophy. A conceptual 
design of an online state estimation system to provide nodal 
autonomy on DC systems is presented. The proposed 
estimation system uses local measurements - at each node - to 
obtain an aggregation of the system’s state required for nodal 
self-control without the need for external communication with 
other nodes or a central controller. The recursive least-squares 
technique is used in conjunction with stigmergic collaboration 
to implement the state estimation system. Numerical results are 
obtained using a Matlab/Simulink model and experimentally 
validated in a laboratory setting. Results indicate that the 
proposed system provides accurate estimation and fast 
updating during both quasi-static and transient states. 
 

Index Terms—autonomous agents, distributed energy 
systems, microgrid, recursive estimation, state estimation. 

I. INTRODUCTION 

Distributed energy systems (DES’s) are becoming 
increasingly popular worldwide as power generation 
undergoes a paradigm shift from centralized to more 
distributed schemes [1]. Grid-connected systems can offer 
improved reliability and power quality through integrating 
distributed generation and providing islanding capability [2, 
3]. Additionally, stand-alone systems can be implemented 
for remote, rural and other specialized applications where no 
grid connection is available [4]. There are several types of 
architectures and control strategies depending on the type of 
application. In many of these cases, state information is 
essential for coordinating the system components to 
successfully balance local supply and demand. A conceptual 
design of an online state estimation system which supports 
nodal autonomy is presented. The proposed estimation 
system makes accurate online estimates of a distributed 
system available at each node. This allows for each source, 
storage and load node to effectively control itself without 
communicating with other nodes or receiving instructions 
from a centralized control system. The initial concept of the 
estimation system for autonomous nodes in DESs was first 
presented in [5]. The presented research builds on this 
concept with substantial improvements to the design, model 
implementation, testing and experimental validation of the 
estimation system. Additionally, the implementation of 
stigmergic mechanisms in state estimation to achieve nodal 

collaboration without requiring communications – to the 
best of the authors’ knowledge - has not yet been presented 
and will potentially contribute to the design of parsimonious 
state estimation systems. This paper is organized as follows. 
The concepts of DESs and distributed intelligence are 
discussed in Section II and III, respectively. Section IV 
describes the estimation methodology. Results from the 
simulation model testing are then presented in Section V 
followed by the experimental validation in Section VI. 
Finally, a brief summary of the research is given. 

II. STAND-ALONE DISTRIBUTED ENERGY SYSTEMS 

DESs comprise energy resources (microturbines, fuel 
cells, photovoltaics, etc.) together with storage devices 
(flywheels, energy capacitors and batteries) and flexible 
loads [6]. The term “Distributed Resource Island” is also 
used to unambiguously describe these systems [7]. These 
systems can be operated in a non-autonomous way, when 
interconnected to the main grid, or in an autonomous way, if 
disconnected from the grid [6]. A grid-connected system can 
operate in an ‘Islanded mode’ by temporarily disconnecting 
from the grid. However, many applications require off-grid 
systems which are completely autonomous and stand-alone. 
Stand-alone DESs can be deployed in remote areas where 
grid-extension is not feasible such as islands and rural 
communities [4, 8], and are also gaining interest in marine, 
aerospace, electric vehicle, telecommunications and other 
industrial applications [9, 10]. 

This research focuses on stand-alone or autonomously 
operating systems. Moreover, the proposed estimation 
system is intended for low-voltage, low-power DC 
applications. DC DESs are growing in popularity as it 
facilitates integration of distributed generation systems due 
to inherent compliance with modern DC input-type 
electronic loads, DC output-type renewable energy sources 
and storage devices [11, 12]. 

III. DISTRIBUTED INTELLIGENCE 

A. Nodal Autonomy 

An autonomous system is a system which has the power 
and ability to self-govern. Most grid-connected systems are 
designed to disconnect and operate autonomously which 
improves the overall integrity of the both the grid and DES. 
A typical stand-alone distributed system is autonomous but 
does not contain autonomous entities and is therefore reliant 
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on a central control system which communicates with 
individual nodes and has complete knowledge of the system. 
The system is therefore limited in scalability and is 
vulnerable to malfunction when the central controller faults. 
This research proposes an additional degree of autonomy 
distributed at the nodal level in order to improve overall 
system integrity, robustness and scalability by eliminating 
the need for a central controller and communications across 
the network. An autonomous system requires the necessary 
controller which gives it the ability and power to self-
govern. In addition to the actual controller, the system 
requires adequate environmental perception or, in this case, 
state estimation. Fig. 1 shows how the estimation and 
control is distributed among the source, load and storage 
type nodes. Each node is equipped with independent 
estimation and control, and the system’s operation is 
managed through the coordinated effort of these nodes. In 
this way, the system may be viewed as a multi-agent system 
where the computational components are autonomous with 
local goals collectively achieving the intended operation of 
the overall system [5]. 

 

 
Figure 1. Stand-alone distributed DC system with autonomous storage, load 
and source nodes equipped with local estimation and control 

B. Online State Estimation 

The present state of a system may be considered as the 
minimal amount of past information required to completely 
describe the future behavior - or outputs - of the system 
[13]. The Thevenin equivalent parameters of a power system 
are time dependent and represent an aggregation of the 
system’s operating conditions and can therefore be 
considered as the state variables [14].  In fact, the control 
components of many power systems which require 
distributed intelligence utilize Thevenin equivalent 
parameters as an indication of the state of the system [15, 
16]. The presented estimation system aims to determine the 
Thevenin equivalent parameters - as ‘seen’ by each node - in 
order to ascertain the state of the rest of the system. This 
enables each autonomous node to act accordingly with the 
purpose of maintaining the overall integrity of the system - 
e.g. a non-critical load node may temporarily disconnect 
when under strain or a storage node may absorb excess 
generation when necessary. Online estimation utilizes the 

available measurements to determine the present state of the 
system [17]. Since the proposed system does not have a 
direct interface and information transfer between nodes or a 
central control system, the only measurements available to 
the node are local. The estimation system of a node 
therefore uses the local current and voltage measurement to 
estimate the Thevenin equivalent parameters – as observed 
by that specific node – of the rest of the system. Fig. 2 gives 
the Thevenin equivalent model of the DC system as 
observed by a node. 

 

 
Figure 2. Thevenin equivalent model of the stand-alone DC system - as 
observed by a single node - represents an aggregation of the system’s state 

 
Applying Kirchoff’s Voltage Law (KVL) to the 

equivalent circuit shown in Fig. 2 yields the expression 
given in (1). 

 

ABTHABTH VRIE            (1) 

 
The Thevenin voltage (ETH) and resistance (RTH) in (1) 

are unknown, and the node voltage (VAB) and current (IAB) 
are available through measurement. Solving for the 
unknown Thevenin parameters (contained in matrix X) and 
parametrizing (1) into a discrete form (with sample number 
k) gives: 
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IV. METHODOLOGY 

A. Classical Recursive Least-Squares Technique 

The RLS method is used to assess the best estimates of 
the unknowns taking into account new measurements, given 
the initialization parameters. The following equations are 
applied to (2): 
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where I is the identity matrix, λ is the forgetting factor, P is 
the covariance matrix, and K is the gain [18]. The standard 
recursive least squares estimation (RLSE) routine is 
intended for estimation when the target parameters remain 
constant and it therefore has poor tracking performance. 
Additionally, if the new measurements are constant, 
accurate convergence to the target estimate is not achieved. 
A number of different extensions of the standard RLSE are 
used to overcome these issues in practice. The presented 
algorithm extends on the standard RLSE method by 
providing covariance resetting and controlled excitation. 
Resetting the covariance limits the memory of the routine 
and allows it to react to more rapid variations in the 
environment including sudden appearance of an interferer 
[19]. Whenever there are significant changes in the targeted 
parameters, the online system will continuously remove past 
estimates and provide new updated estimates. A controlled 
excitation or perturbation of the input parameters is used to 
obtain a suitable variation in the node measurements thus 
ensuring convergence and improving accuracy. 

B. Extended Recursive Least-Squares with Perturbation 

The controlled-excitation extension of the RLSE 
algorithm ensures that there is convergence when there is a 
change in the targeted Thevenin parameters. Physical 
excitation can be achieved in two ways: actively or 
passively. Active perturbation uses an additional source of 
energy to obtain a suitable variation in the node 
measurement. More commonly, estimation systems of 
components of renewable energy sources (such as inverters) 
utilising active current-injection methods have been 
proposed [20, 21]. The technique presented here is passive 
and uses a perturbation resistor (shown in Fig. 3), to achieve 
the same variation at the node of interest. Fig. 3 also shows 
the timing used for the covariance resetting and estimate 
storing in relation to the switching method. 

 

 
Figure 3. Passive perturbation technique used for controlled excitation and 
dynamic tracking of Thevenin parameters 

 
There are two types of triggers that initiate these 

controlled perturbations i.e. Type 1 and 2. In the first 
instance, a perturbation is triggered periodically for regular 
updating of the estimate and accounts for any relatively slow 
drift in the target parameters (quasi-static state). Type 2 is a 
rapid change in the node measurements which indicates a 
change in the targeted parameters (transient state). 

C. Stigmergic Collaboration 

The field of biomimetics deals with the study and 

imitation of nature's designs, methods and processes, and is 
becoming increasingly involved with emerging subjects of 
science and engineering [22]. An example is the use of 
social systems in nature for the development of distributed 
artificial intelligence [23]. Social insect colonies - although 
comprising very simple individual organisms with limited 
capabilities - can perform highly complex tasks with a high 
degree of flexibility and robustness in a dynamic 
environment [24]. The presented concept for intelligent 
nodes on autonomous DC systems takes inspiration from 
social insect behaviour. Each node performs its assigned 
task in collaboration with other nodes to fulfil the overall 
goals of the system. The envisaged autonomous DES will 
mimic social insect behaviour in that each node performs a 
specific set of tasks without instructions (control signals) 
from a central controller. 

The presented state estimation system is based on the 
concept of stigmergic collaboration. Stigmergy is a class of 
self-organising behaviour whereby collective activity is 
coordinated by each agent's response to and modification of 
its local environment [25]. The estimation system similarly 
enables each intelligent node to self-organise in a 
coordinated way using the state it perceives through locally 
measured parameters (VAB and IAB). Furthermore, each 
intelligent node can recognise intentional modification of 
the environment - i.e. perturbation - by another node and 
responds appropriately. This stigmergic agent-based 
estimation system offers the following benefits: 

 
 More simple agents are used instead of a single 

complex agent that decreases the overall complexity 
of the system. The reliance on a single controlling 
entity is eliminated thereby decreasing the 
likelihood of catastrophic failure. 

 The internal state of each agent does not need to be 
directly known by another agent, or by a single 
controlling agent, thus eliminating the need for 
related infrastructure. 

 System-level outcomes may be achieved through 
sub-system tasks which improves modularity, 
scalability, flexibility and robustness.  

 Potential use in any application requiring distributed 
intelligence (with or without stigmergic 
collaboration), where Thevenin parameters 
constitute adequate information for effective control. 

V. SIMULATION TESTING 

A. Estimation System Performance 

The fundamental method for calculating the Thevenin 
equivalent of an unknown circuit, in this case the distributed 
system, is to obtain the open circuit voltage and short circuit 
current. This is not feasible for online application as it is 
intrusive, unsafe and potentially catastrophic to the system. 
Instead, the proposed estimation system determines the 
Thevenin parameters of the system, as seen by a specific 
node, while it is in operation. However, as previously 
mentioned, controlled excitation is required to intentionally 
vary node measurements. It is therefore critical to obtain a 
suitable level of perturbation that is non-intrusive to the 
system, sustainable and parsimonious in its energy 
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consumption. Simulation testing is carried out here to 
determine the properties of the perturbation and its effects 
on the accuracy of the state estimate. The error of the 
estimation system is defined as the difference between 
estimates (VTH and RTH) and the actual Thevenin equivalent 
parameters. The controlled perturbation is achieved on the 
actual system by varying the total current flowing in or out 
(depending on node type) by switching in a resistance 
(RPert), as show in Fig. 3. For the purpose of generalization, 
the perturbation parameter (xI) is defined here as the ratio of 
the change in the node current (IΔAB) and the node current 
(IAB). Similarly, the perturbation parameter for voltage is 
defined as xV. The objective of optimising the estimation 
accuracy is to minimise the error function, which is 
dependent on the perturbation parameter (x) and 
measurement error (σ) as given by  

 
),(min xE                 

 
where the error function is the sum of the squares of the 
difference between the estimated parameters and the target 
parameters as follows: 
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Although the presented problem has a large number of 

interdependencies, the objective function captures the 
system in its entirety by resolving the accuracy of the 
estimate by focusing on inputs x and σ. Simply put, the 
accuracy of the estimation ultimately depends on these 
parameters, namely, the intentional perturbation and the 
measurement (node voltage and current) uncertainty. A 
contrived set of internal system parameters are used with the 
aim of understanding the conditions for perturbation 
optimality. While the error function, given by (8), may have 
a quantifiable minimum - the physical constraints of the 
system excludes a variety of possible minima. Hence, the 
optimisation procedure here requires a more physical 
interpretation rather than seeking a mathematical minimum. 
A simulation model of the circuit shown in Fig. 3 is 
constructed in Simulink with VTH, RTH and load node 
resistance RNode fixed at 15V, 50Ω, and 50Ω respectively. 
The parameter RPert is varied to obtain different levels of 
perturbation x, and σ is the noise added to the measurements 
VAB and IAB.  

Fig. 4 gives an example of the node measurements 
(without measurement error) during a single perturbation. 
Fig. 5 shows the simulation results for the effects of the 
perturbation parameter on the accuracy of estimation 
system, for a fixed level of measurement noise. This result 
shows that a mathematical minimum exists but physically 
this corresponds to a short circuit across the node terminals 
which is highly intrusive and potentially catastrophic. 
Therefore, selection of the optimal perturbation parameter is 
based on the operational criteria or specifications of the 
distributed system - e.g. voltage perturbation parameter must 
be less than 10%. 

 

The measurement uncertainty is the other significant 
parameter which affects the estimation accuracy.  In 
practice, there will be a limitation on accuracy of the supply 
and the measurement instruments on the system. For test 
purposes, noise is added to the simulated measurements and 
represents the compounded effects of the total uncertainty. 

The graphs of different levels of measurement noise, 
corresponding to different levels of uncertainty, are given in 
Fig. 6. In each instance, the accuracy of the estimation 
system is simulated for a range of perturbation levels (only 
the voltage perturbation parameter is presented). These 
graphs indicate that higher levels of uncertainty require 
relative increases in the voltage perturbation parameter to 
maintain a specific level of estimation accuracy. 

B. Nodal Collaboration 

The collaboration function of the estimation system gives 
an intelligent node the ability to independently estimate 
Thevenin parameters. The estimation algorithm uses a 
subroutine to distinguish the controlled perturbations (with a 
unique duration and amplitude) initiated by another node 
from variations in the targeted parameters. A simple two 
load-node scenario is simulated to test this collaboration 
concept.  

 

 
Figure 4. Example of simulated node measurements during perturbation 
(without additive noise) 

 

 
Figure 5. Example of simulated node measurements during perturbation 
(with constant additive noise of σ  = 1e-9W) psd
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Figure 6. Simulated estimator performance with varying voltage 
perturbation parameter for different levels of uncertainty 

 
A similar circuit configuration to the single node scenario 

is used together with an additional source resistance and 
load node. The circuit parameters VS, RS, RNode1 and RNode2 
are 18V, 250Ω, 200Ω, and 100Ω, respectively. In this 
scenario, the Thevenin equivalent voltage and resistance 
‘seen’ by each node differs (VTHnode1 = 5.14V, RTHnode1 = 
71.43Ω, and VTHnode2 = 8V, RTHnode1 = 111.11Ω).  

Fig. 7 shows the results of the simulated estimator 
performance in determining the Thevenin voltages. The 
voltage source is stepped from 18V to 28V after 5 seconds, 
which means that the Thevenin voltage ‘seen’ by each node 
changes to VTHnode1 = 8V and VTHnode2 = 12.44V. The figure 
shows that each node accurately estimates these new 
Thevenin voltages. It is again highlighted that the focus of 
the paper is on the estimation system and not on a specific 
DES application. Therefore, physical limitations of the 
estimation system such as the maximum number of nodes 
that can be supported are not addressed here.  

 

 Figure 7. Simulated performance of estimators in tracking Thevenin 
equivalent voltages for a multiple node scenario, with corresponding node 
voltage 

 

Differences in node types such as source and storage 
nodes will affect the direction of current flow - i.e. current 
flows either into (storage charging) or out of (source 
generating or storage discharging) the node. This directional 
difference is accounted for by the system parameter (H) 
containing the node current (IAB) information. 

VI. EXPERIMENTAL VALIDATION 

A. Test Circuits 

Firstly, the extended RLSE algorithm is experimentally 
tested using the setup shown in figures 8 and 9. Fig. 8 shows 
the perturbation circuit used. The circuit consists of a 
switching circuit, snubber, digital input and accompanying 
isolation. This perturbation circuit has a modular design to 
enable use with a microcontroller. For the purpose of 
validating the algorithm, feedback and digital input to 
perturbation circuit are carried out using dSPACE. Firstly, a 
single load node scenario is used with a controllable voltage 
source and known resistances (preset to aforementioned 
simulation testing values). The estimation algorithm is 
implemented in Matlab Real-Time Interface (RTI) with 
dSPACE. Node measurements are read via the dSPACE 
analogue inputs. The digital output of the dSPACE 
controller board outputs the perturbation signal to the 
switching circuit. The collaboration function is 
experimentally validated using the same testing 
methodology but for a two node scenario - i.e. circuit 
parameters preset to those given in the corresponding 
simulation testing of the nodal collaboration. 

B. Results 

The results from two experimental performance tests – 
i.e. for single node and multinode cases are given in figures 
10, 11 and 12. Fig. 10 shows the actual and estimated 
Thevenin voltages during a transient. The corresponding 
Thevenin resistance is given in Fig. 11. These results 
indicate that the proposed estimator is able to dynamically 
track the target parameters. Perturbations in the node current 
are also shown in Fig. 11. Relatively large (in magnitude) 
perturbations are required to achieve suitable accuracy due 
to inherent voltage source fluctuations and measurement 
error (no noise filtering performed). Fig. 12 shows the 
experimental performance of the estimator in tracking the 
Thevenin voltages when applied to a two-node case. This 
result corresponds to the simulated performance of the 
estimator given in Fig. 7. It can be seen that the parameter 
estimation occurs here under a type 1 trigger – i.e. regular 
period updating. This is a validation of how the algorithm 
can function independently (without communication) on two 
separate nodes.  

A summary of the tracking accuracy for this case is also 
given in Table I. The mean percentage error (MPE) is given 
by the difference between the actual (A) and estimated (Ã) 
values of the targeted parameter, as shown in (9). Table I 
MPEs are measures of the total error and includes 
experimental error. 
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Figure 8. Switching circuit used for passive perturbation in the experimental validation of the estimation system 

 
 

 

 
Figure 11. Experimental performance of on-line estimator in dynamically 
tracking Thevenin resistance during slow-transient and steady-state (quasi-
static), and node voltage measurement consisting of perturbations 

 
Figure 9. Overview of experimental configuration used for testing and 
validating the estimation system only 

 

 
Figure 10. Experimental performance of on-line estimator in dynamically 
tracking Thevenin voltage during transient state 

 

 
Figure 12. Experimental performance of on-line estimators, of two different 
nodes, in dynamically tracking Thevenin voltages during transient state 
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TABLE I. SUMMARY OF EXPERIMENTAL ESTIMATION PERFORMANCE FOR 

MULTI-NODE TEST CASE 
Targeted Parameter Mean Error (%) 

VTHNode1 6.82 

VTHNode2 6.10 

RTHNode1 9.47 

RTHNode2 7.66 

VII. FUTURE WORK 

The envisioned application area of the presented 
estimation system is stand-alone rural/remote DESs 
operating at lower power levels. These applications typically 
require low maintenance to maintenance-free, robust, self-
configuring and scalable systems to supply mainly lighting 
and low power appliances. Since the presented investigation 
uses an experimental setup to validate the conceptual design 
of the estimation system – the next step of the work will be 
to design the parameters of perturbation technique based on 
extended RLSE method to function on a practical DES 
application. This will require an extensive study of the 
output impedance of switched DC/DC converters, as 
presented in [26]. Through considering a specific case study 
or application, the power capacity of the presented passive 
method can be specifically designed according to the power 
rating of the perturbated point. Sizing and timing of the 
perturbation signal is critical keeping in mind that many 
converters may regulate at high speeds causing attenuation 
to the perturbation. Additionally, understanding the practical 
implications of implementing the presented system requires 
further investigation of the varying impedance 
characteristics of converters in the frequency domain, as 
shown in [27]. Hence, future work will also look at how the 
passive perturbation method and extended RLSE can realize 
a wide frequency domain analysis. 

VIII. CONCLUSION 

DESs are becoming increasingly popular as a means of 
integrating distributed generation and can be implemented 
as stand-alone systems for remote, rural and other 
specialized applications where no grid connection is 
available. In order to provide the necessary reliability, 
robustness, scalability and operational flexibility required by 
these applications, this research proposes a state estimation 
system intended to support nodal autonomy on DC systems. 
The estimation system uses stigmergic collaboration and 
provides accurate state information, in the form of the 
Thevenin equivalent, without the need for a central 
controller using only local measurements. An on-line RLSE-
based algorithm is used to determine the Thevenin 
equivalent parameters as an aggregation of the system’s 
operating conditions so that it can act accordingly. The 
presented system employs a passive perturbation technique 
and covariance resetting to ensure solution convergence and 
improved estimation accuracy. 

The estimation system was successfully simulated in 
Matlab/Simulink and experimental validated in a laboratory 
setting. An optimization study was carried out for a single-
node case to determine the effects of noise and perturbation 
characteristics on the performance of the estimation system. 
A multi-node implementation of the estimation system was 
also simulated and experimentally validated in order to 

verify the stigmergic collaboration capabilities of the 
estimation system. 

APPENDIX A 

Thevenin equivalents and node voltage for two-node 
scenario: 
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