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Abstract—In recent years, classification rules mining has
been one of the most important data mining tasks. In this
study, one of the newest social-based metaheuristic methods,
Parliamentary Optimization Algorithm (POA), is firstly used
for automatically mining of comprehensible and accurate
classification rules within datasets which have numerical
attributes. Four different numerical datasets have been
selected from UCI data warehouse and classification rules of
high quality have been obtained. Furthermore, the results
obtained from designed POA have been compared with the
results obtained from four different popular classification rules
mining algorithms used in WEKA.. Although POA is very new
and no applications in complex data mining problems have
been performed, the results seem promising. The used
objective function is very flexible and many different objectives
can easily be added to. The intervals of the numerical
attributes in the rules have been automatically found without
any a priori process, as done in other classification rules
mining algorithms, which causes the modification of datasets.

Index Terms—Classification algorithms, Computational
intelligence, Data mining, Heuristic algorithms, Optimization

I. INTRODUCTION

Data mining aims to extract interesting, valid and
potentially useful information from large amounts of data
[1]. One of the crucial fields of data mining is classification
rules mining. Classification is the process of finding rules by
analyzing train datasets (i.e., objects whose class label is
known) and is used for determining the class of objects
whose class label is unknown. Many classification models
have been proposed, such as decision trees, neural networks,
Bayesian classification, support vector machines and k-
nearest neighbor [1-3]. Most of these models are black-box
based methods. However obtaining the comprehensible and
accurate rules within datasets is very important in
classification task of data mining. Furthermore, mining
classification rules within datasets which have numerical
attributes is more complex. The classification rule mining
methods used for numerical data perform a kind of
discretization as a priori process. In this situation; the
problem, the dataset in data mining, is changed. That is why,
found classification model is model of the changed dataset.
Changing the data set is unreasonable. Adapting the mining
algorithm without changing the dataset is more reasonable.

Optimization is selection the best solution of a problem
from other alternative solutions. Metaheuristic optimization
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algorithms are preferred in highly nonlinear and multimodal
real-world optimizations with various complex constraints
and different conflicting objectives. Some metaheuristic
optimization algorithms are inspired by biological, physical,
social, and chemical processes [4-7]. Ant colony
optimization [8-9] and artificial immunology [10-11] are
biology based methods. Simulated annealing [12] and
electromagnetism algorithm [13] are physics based methods.
Tabu search [14], imperialist competitive algorithm [15],
parliamentary optimization algorithm [16], and teaching-
learning optimization algorithm [17] are sociology inspired
methods. Artificial chemical reaction optimization algorithm
[7] is chemistry based method.

In this work, one of the newest social-based metaheuristic
methods, Parliamentary Optimization Algorithm (POA), has
been used for comprehensible and accurate classification
rules mining within numerical data which is a complex
problem. Automatically finding the accurate and
comprehensible classification rule sets with appropriate
intervals of related attributes without a priori process such as
discretization using a flexible objective function satisfying
different objectives has been easily performed with the
newest social based metaheuristic algorithm. This paper is
organized as follows. Section 2 describes POA. Section 3
explains how to adapt POA for classification rules mining
problem. Experimental and comparative results of POA’s
classification rules mining performance are presented in
Section 4; and Section 5 concludes the paper.

II. PARLIAMENTARY OPTIMIZATION ALGORITHM
POA is inspired by competition within parties in
parliament. Pseudo-code of the POA is shown in Fig. 1 [16,
18-21].

A. Population Initialization and Partitioning

The initial population consists of randomly A individuals.
After that initialized individuals are partitioned in N group
and each group has L individuals. Best 6 individuals of each
group are considered as candidates and other members are
considered as regular members [18-21].

B. Intra-group Competition

After initialization and partitioning, regular members of a
group are biased toward candidates. New position of
members is calculated as in (1).
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O Step 1: Population initializing
O Step 2: Partitioning population into M groups each
with L individuals
= Step 2.1: Picking O highly fitted individuals as
candidates of each group
O Step 3: Intra-group competition
= Step 3.1: Biasing regular members toward
candidates of each group
= Step 3.2: Reassigning new candidates
= Step 3.3: Computing power of each group
U Step 4: Inter-group cooperation
= Step 4.1: Picking A most powerful groups and
merge them with probability P,
= Step 4.2: Removing y weak groups with
probability P4
U Step 5: If terminating condition is not met go to Step
3
Q Step 6: Returning the best candidate as the solution
of the problem

Figure 1. Pseudo-code of the POA

JI is a random value between 0.5 and 2, p’ is the new
position of the regular member, p, is the current position of
the regular member and p; is a candidate member and f is
the fitness function.

Then power of group is calculated using (2).

ax average(Qi )+ bx average(Ri ) cash )

power; =
a+b

0O, and R; are fitness values of candidates and regular
members of the group i respectively. a and b are weighting
constants values of which are determined before algorithm
execution. The biasing operation is shown in Fig. 2. PO is
regular member, P1, P2, and P3 are candidates and P' is new
position of regular member [18].

P2

% P3

7kF’O

Figure 2. Biasing operation
C. Inter-group Competition

A random number is generated and if it is smaller than
P,,, A most powerful groups are merged into a single group.
Fig. 3 illustrates the merging two groups. Like merging, a

random number is generated and if it is smaller than Py, ¥
least powerful groups are disappeared [18].
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D. Terminating the Algorithm

If maximum number of iterations is reached or there is no
increment in fitness values during some successful
iterations, then algorithm terminates. At the end of the
algorithm, best member of best group is the solution of the
optimization problem [18]. Optimization process flowchart
of POA is demonstrated in Fig. 4.
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Figure 3. Merging two groups
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O highly fitted individuals as candidates of each
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y

. Pick A most powerful groups and merge them
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Figure 4. Flowchart of the POA

III. ADAPTING THE POA FOR CLASSIFICATION RULES
MINING

In this study, POA for numerical classification rules
mining has been programmed with Visual C#. The detailed
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adaptation of the algorithm has been described in the
subsections.

A. Initializing the Population

Initially, 200 individuals have been initialized taking
account of the number of attributes and lower and upper
bound of these attributes. Indeed, each individual is a
candidate classification rule.

Individuals contain all attributes except “class” attribute
in the dataset which is used by algorithm. All attributes have
3 subdivisions. General structure of individuals is shown in
Fig. 5.

Att, Att,
F.[Lb, [Ub, [F, JLb, JUb, | ... |Fy
Figure 5. General structure of individuals

Att,
[ Lb, [ Ub,

In this structure, F'is flag. If F'is “1”, related attribute is
in the antecedent of the candidate rule and if it is “0”, related
attribute is not included in the antecedent of the candidate
rule. Lb is lower bound and Ub is upper bound of the
attribute for possible rule. F, Lb, and Ub are initialized
randomly. For understanding the encoding scheme, assume
a candidate classification rule created for New Thyroid
dataset as shown in Fig. 6.

T3resin Thyroxin Triiodothyronine

1 [ 69 [ 9 0 J o5 ] 55 0] 05 ] 35
Thyroidstimulating TSH_value

0 | 0.1 | 11 1 Jo05] 45

Figure 6. An encoded candidate classification rule for New Thyroid dataset

The candidate solution has five subdivisions due to the
New Thyroid dataset’s five attributes. Flags which have “1”
will form the antecedent of the classification rule and in this
candidate solution, “T3resin” and “TSH_value” will be in
the antecedent part of the rule. If this solution is a candidate
rule for “Class 17, this encoded candidate will be decoded as
and represent the rule “If (69<T3resin<90) and
(0.5<TSH_value<4.5) Then class = 1”. This encoded
candidate rule will get a fitness function value according to
the decoded meaning which shows its quality by means of
the important objectives in classification rules mining task.

B. Population Partitioning and Computing Fitness Values

Population is portioned into M divisions. Each group has
L individuals. In this study, value of M has been selected as
10 and value of L has been selected as 20. However, while
algorithm running, groups might earn different number of
individuals due to the merge and remove mechanisms in the
step of inter-group cooperation. In each group, top 6 < L/3
individuals with high fitness have considered as candidates
member of each group. Remaining individuals have
considered as regular member of group.

Members’ fitness values are calculated using (3).

P TN

fitness = my X ————x————
TP+FN TN+FP

w, x comprehensibility + (3)

y P
TP + FP
TP = Number of true positive instances (the actual class
of the test instance is positive and the POA correctly
predicts the class as positive)

w, +w, xintervalrate
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FP = Number of false positive instances (the actual class
of the test instance is negative but the POA incorrectly
predicts the class as positive)

FN = Number of false negative instances (the actual class
of the test instance is positive but the POA incorrectly
predicts the class as negative)

TN = Number of true negative instances (the actual class
of the test instance is negative and the POA correctly
predicts the class as negative)

w1, wa, ws, and w, are weighting factors.

comprehensibility is calculated using (4).
number of attributes in the left side of the rule-1 4)

comprehensibility =
? v number of all attributes

intervalrate is calculated as shown in (5)
intervalrate = Z _Ub=Lh (5)
= An,, — Att

In equation (5), Ub is upper bound and Lb is lower bound
of the attributes in the candidate rule. Att;,,. and Att;,;, are
maximum and minimum values of attributes in the dataset
respectively. In the fitness function, there is no obligation of
using the interval rate. In this study, interval rate has been

used only in the Diabetes dataset.

C. Intra-group Competition

Members' new positions are calculated using equation 1.
Then, groups' powers are computed as shown in equation 2.
In this study, a and b values in the equation 2 have been
selected as 9 and 3, respectively. After biasing operator,
regular members may have higher fitness values than those
of candidate members. In these situations, members are
interchanged.

As an example, a group with 20 members fitness values
of which have been ordered in ascending order for New
Thyroid dataset has been demonstrated in Fig. 7. Best 6
members are candidate members. F (Flag), Lb (Lower
bound), and Ub (Upper bound) values of regular members
will be biased to the F, Lb, and Ub values of the candidate
members and this biasing will be repeated in each iteration.

Taresin Thytexin Triicdotyroning] Thyroidstmulsting TSH_value

B a1 ul e[ a2 uz |e3] a3 | us [Be] as us |es[ a5 us
0 |0 [10144]1197 1 [147 |68 0 [206 [7.91 [0 |2141 |4526 [0 [3886 [s229 | T\
7 0 [98.79 (12008 |1 |05 1661 0 02 [744 |0 [199 |403 0 |3567 4183
11 [0 [100.83({10283 |1 |05 13.74 1 (218 [649 |0 |0.1 2858 |0 |2976 [36.76
22 |0 [90.91 [118.02 [1 [2.44 1265 0 [455 |54 (0 01 3836 0 [27.88 [3488
32 |0 [96.84 |11116 1 |0.68 [14.61 0 171 |10 0 |1097 |5246 0 (4861 [50.09 %
51 |1 |os9esl119 |1 fos |55 0 [231 [7.14 |0 o1 3033 |0 [2961 [3472 DDC“T
63 [0 [81.11 [10431 )1 he7 |1162 [0 [31 [684 |0 677 4521 |0 [2546 [32.16 > %
73 |0 [9661 114081 [o5 |55 0 [351 [s98 [0 0.1 3772 |0 [29.11 [36.11 g
96 |0 1121 |1141 [1 |35 55 0 [235 [745 (0 |01 43.05 0 [2848 [35.48 g
97 |0 [10252|12409 1 |05 1322 0 02 [803 (0 01 323 0 [29.19 [36.19 e
127 |0 [70.46 [11262 |1 [482 [1032 o [198 [579 |0 |249 [4175 |0 |1834 [2534
150 |0 [69.77 118711 |05 |ess 0 [338 [698 [0 [0.1 [4407 |0 [375 |4206
151 [1 [80.71 [11033 1 |05 812 0 |02 [749 |0 |1826 [3577 0 [3753 3926
192 |0 [9669 [11767 |1 [51 [1485 |1 oz Je39 o jor  [265 o [s023 [prea |/ 3
1 o136 [141 |1 [0oo6 [1898096[0 |3  |a54 |0 [37.258 (40512141 [2495 4051214 E]
161 |1 [127 [143 |1 [14884|242584 |0 [7.1 |9.71 |0 [19.805|44.6896 [0 [9.56 [44.6896 g
26 |0 [125 |143 0 |67 16 0 [21 |5576|0 [25908 |44 847241 (2894 4484724 %
39 |0 |108 |141 0 [3.872 |17.62192/0 (02 |7.06 (1 [37.258 |47.59468|0 (3293 |47 59468 %
82 |1 126 [135 |1 0748 |1842544|1 |21 [9289|0 [21494 34060160 4034 [34.06016] El
85 |0 |94 118 1 [3.872 |1058368(0 [3 6.15 |0 [9671 [423813 |0 [31.79 [423813 E

Figure 7. Initial group and selected candidates

The values of the same group after one iteration have
been demonstrated in Fig. 8. F, Lb, and Ub values of regular
members have changed. Furthermore, 5 regular members
have gotten bigger fitness values than those of other
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candidate members except from candidate member no 85.
That is why, members are interchanged.

After biasing, powers of each group are computed again.
Fig. 9 shows the powers of the groups after first and second
iteration. After one iteration, the powers of the groups have
been increased. This means that, fitness values of the
members of the groups have been increased and rules of
good quality will be obtained.

T3resin Thyroxin Trilodothyronine| Thyroidstimulating TSH_value

B1] At Ul jE2| A2 u2 B3| A3 | U3 [B4)| A Us |BS| A5 us
1 0 [7358 |11947 1 332 |1172 |0 [168 |T78 |0 (1744 |38 0 (2869 [3492
161 |0 |7574 (8BB7 |1 (181 |1226 (0 |02 (508 |0 |624 |[3166 |0 [344 [34.46
26 [0 [698 (1188 |1 298 (1348 |0 [22 |674 [0 04 3606 |0 [26.07 [27.28
39 [0 [85.65 (10455 |1 249 (729 0 [251 [652 |0 (1961 |3368 |0 [21.14 [38.06
73 [0 [85.14 115321 |5 125 0 [144 (594 |0 (371 3787 |0 [2691 [3332 E
51 |0 |98.18 (116091 [309 (1647 |0 [216 [65 [0 |438 |3698 |0 [27.75 [34.67 ET
96 |0 [89.32 (11568 |1 [299 1671 |0 [216 |612 |0 (644 3485 |0 2738 [34.46 > E
0 o (0041 117341 320 |1772 [0 [228 |609 [0 015 4138 Jo [172 [s597 3
62 [0 7802 (108711 |a61 1435 [0 [223 |563 [0 o1 3865 o [2502 [3465 g
150 [0 [B455 (1151 |1 [487 1203 |0 [151 |655 (0 [226 (3474 |0 [1983 [3132 A
11 |0 [794 (1223 P 32 1185 |0 [218 [677 0 |516 (443 0 [2585 3292
7 0 7929 |1165 |1 [327 |8.12 0 [207 |693 |0 (D1 3619 |0 2147 [31.79
151 |0 [8885 (118481 [344 138 0 [333 [699 |0 [0 34 0 [19.94 368
32 [0 841 (1141901 [543 129 [0 [214 [621 [0 W49 (3247 fo [1339 [329 J a
47T [0 [10252({124.09 |1 0.5 1322 |0 |02 803 (0 |01 3238 |0 [29.19 [36.19 ’é
63 |0 [81.11 (104311 [167 (1162 |0 31 (684 [0 [677 |4521 |0 [2516 [3216 §
192 (0 [96.69 11767 |1 |51 1485 (1 |02 839 |0 104 285 0 [3023 P23 v
22 [0 19091 (11802 |1 |244 1265 [0 [455 54 [0 o1 (3836 |0 [e7.6e [3408 2
85 [0 (o4 (118 [1 [3972 [1058368(0 [3 (615 [0 [9671 |423813 [0 (3179 [e23813 3
127 |0 [7046 (112621 492 (1032 |0 [198 [579 |0 [249 |41.75 |0 [18.34 [2534 3

Figure 8. Group after one iteration and selected candidates

2nd iteration

power0=-0.302120650336146
powerl=0.223261704721621
power2=0.449048623650202
power3=0.0176351726693766
powerd=0.446228179519198
power5=0.47554912106267
power6=-0.266250002573433
power7=-0.297500003073364
power8=-0.580071735288948
power9=0.465565136633813

1stiteration

power0=-0.420870649982244
powerl=-0.0984626071607428
power2=-0.133884572804506
power3=-0.278793394714594
powerd=-0.252816771771759
power5= 0.00834631599485872
power6=-0.752500000707805
power7=-0.416250002719462
power8=-0.688821734692901
power9=-0.161472461537591

Figure 9. Powers of the groups

D. Inter-group Competition
In this study, a random number between 0 and 100 has

been generated and P,,, 1, P4, Y values have been selected
as 3,2, 1, and 2, respectively.

E. Terminating Condition

In this study, algorithm terminates if number of iterations
is reached 100. At the end of the algorithm, most powerful
group's best member is a classification rule of the dataset.

IV. EXPERIMENTS

Four datasets (Pima Indians Diabetes, Ecoli, BUPA Liver
Disorders, and New Thyroid) from the UCI machine
learning repository have been used. In these datasets, all
attributes have real or integer values.

A. Datasets

Pima Indians Diabetes dataset contains 768 instances,
each with 8 attributes. These 8 attributes and their minimum
and maximum values are shown in Table I. Class attribute of
dataset has 2 different values ("tested positive" or
"tested_negative"). 500 of the instances belong to
"tested negative" and 268 of the instances belong to
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"tested_positive" class. A section from Pima Indians
Diabetes dataset is shown in Fig. 10.

TABLE I. ATTRIBUTES OF PIMA INDIANS DIABETES

Attribute  Min. value Max. value
Preg 0 17
Plas 0 199
Pres 0 122
Skin 0 99
Insu 0 846
Mass 0 67.1
Pedi 0.078 2.42
Age 21 81
preg plas pres skin insu | mass | pedi age class
Mumeric | Mumeric | Numeric | Numeric| Numeric | Numeric | Numeric | Numeric Meminal

6.0 1480 720 35.0 0.0 33.6
8.0/ 1250 96.0 0.0 0.0 0.0
10] 1220 90.0 510)  220.0 4.7
10| 163.0 720 0.0 0.0 39.0
10| 1510 80.0 0.0 0.0 0.1
0.0/ 1250 9.0 0.0 0.0 22,5 0.262)  21.0[tested_negative
1.0 810 720 18.0 40.0 26.6| 0,283 24.0|tested_negative
2.0 85.0 65.0 0.0 0.0 39.6 0.93 27,0 tested_negative
10| 1260 56.0 29.0/ 1520 287 0.801 21.0|tested_negative
10 96.0/ 1220 0.0 0.0 224/ 0.207]  27.0[tested_negative
400 1440 58.0 8.0 140.0 23,5 0,287 37.0|tested_negative
3.0 83.0 58.0 310 18.0 4.3 0.33% 25.0|tested_negative
4.0/ 110.0 92.0 0.0 0.0 376/ 0,191 30.0tested_negative
0.0 95.0 85.0 25.0 3.0 374 0,247  24.0ftested_positive
300 1710 720 33.0 1350 333 0,199 24.0|tested_positive
8.0/ 155.0 62.0 26,0/ 495.0 34.0/ 0.543 46.0tested_positive
10 89.0 76.0 34.0 37.0 31.2) 0,192 23.0ftested_negative
4.0 76.0 62.0 0.0 0.0 3400 0.391 25.0|tested_negative
7.0/ 160.0 4.0 320 1750 30,5 0.588 39.0|tested_positive

Figure 10. A section from Pima Indians Diabetes dataset

0.627 50,0 |tested_positive
0.232|  54.0tested_positive
0.325 31.0tested_positive
1222 33.0/tested_positive
0.178|  22.0|tested_negative

Ecoli dataset has 336 instances, each with 7 attributes.
Table II shows that attributes and their minimum and
maximum values. Class attribute of dataset has 8 different
values (cp, im, pp, imU, om, omL, imL, and imS). Class
attributes and number of attributes belong to these classes
are shown in Table III. A section from Ecoli dataset is also
shown in Fig. 11.

TABLE II. ATTRIBUTES OF ECOLI

Attribute Min. value Max. value
Mcg 0 0.89

gvh 0.16 1

lip 0.48 1

chg 0.5 1

aac 0 0.88

alml 0.03 1

alm2 0 0.99

TABLE III. CLASS ATTRIBUTE OF ECOLI
Class cp im pp imU om omL imL imS

No of

instances

143 77 52 35 20 5 2 2

BUPA Liver Disorders dataset contains 345 instances,
each with 6 attributes. Attributes and their minimum and
maximum values are shown in Table IV. Class attribute of
BUPA dataset has 2 different values ("1" or "2"). 145 of the
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instances belong to class "1" and 200 of the instances belong
to class "2". A section from Bupa dataset is also shown in
Fig. 12.

mcg avh lip chg aac alm1 am2 | class

Mumeric | Mumeric | Numeric | Numeric | Numeric | Mumeric | Numeric | Nominal
0.61 0.47 0.48 0.5 0.0 0.8 0.32|im
0,57 0.38 0.48 0.5 0.08 0,459 0.33(imU
0.53 0.42 0.48 0.5 0.16 0,28 0.39
0.72 0.88 0.48 0.5 0.17 0,55 0.21

Volume 15, Number 4, 2015

TABLE V. ATTRIBUTES OF NEW THYROID DATASET

Attribute Min. value Max. value
T3resin 65 144
Thyroxin 0.5 253
Triiodothyronine 0.2 10
Thyroidstimulating 0.1 56.4
TSH_value -0.7 56.3

p
e T3resin | Thyroxin | Triiedathyronine | Thyroidstimulating | TSH_value | Class
0.47 0.47 0.48 0.5 0.22 0.18 0.26)cp Mumeric | Mumeric Mumeric MNumeric Numeric | Nominal
0.67 0.81 0.48 0.5 0.25 0.42 0.25/pp 116.0 11.9 1.8 1.9 1,501
0.5 0.51 0.48 0.5 0.27 0.23 0.34|p 116.0 115 1.3 1.4 .41
0.54 0.47 0.48 0.5 0,28 0.33 0.42|cp 118.0 10.6 1.8 1.4 3.0[1
0.31 0.47 0.48 0.5 0.29 0,28 0.39)cp 109.0 9.2 18 1.1 4.4/1
0.44 0.34 0.48 0.5 0.3 0.33 0.43|cp 127.0 Py 1.8 1.9 6.4/1
0,35 0.37 0.48 0.5 0.3 0,34 0.43|cp 104.0 6.1 1.5 0.5 0.8]1
0.69 0.67 0.48 0.5 0.3 0.39 0.24)pp 113.0 17.2] 1.5 1.0 0.0)2
0.24 0.35 0.48 0.5 0.31 0,19 0.3 1cp 94.0 20.5 15 1.4 -0.5)2
0.5 0,66 0.48 0.5 0,31 0.92 0.92/im 97.0 15.1 1.8 1.2 -0.22
066 0,74 0.48 0.5 0.3 038 0.43pp 41.0 5.6 13 8.2 14.4/3
074 0,74 048 0.5 031 053 0.52pp 1210 47 18 11.2 53.03
043  0.32] 0.48 0.5/ 033 045 0.5 120.0 34 18 7.5 2153
0.33 0.56| 0.4 0.5 033 073 0.8jm 0 5 L3 el 2l
0.16 0.51 0.48| 0.5 0.33 038 0.48jm i 1. L3 i sl
Figure 11. A section from Ecoli dataset o e, 12 &1 i
117.0 12.2 149 1.2 3491
TABLE IV. ATTRIBUTES OF BUPA DATASET 120.0 5.8 1.9 i3 1.9)1
Attribute Min. value  Max. value 118.0 8.1 1.9 1.5 13.7|1
Mev 65 103 110.0 8.7 19 1.6 4,41
Alkphos 23 138 117.0 3.2 19 1.5 6.81
Sept 4 155 39,0 17.5 149 1.4 0.3)2
Sgot 5 ]2 110.0 15.2 19 0.7 -0.22
Gammagt 5 297 105.0 1t 2.0 1.0 101
Drinks 0 20 Figure 13. A section from Thyroid Disease (New Thyroid) dataset
B. Experimental Results
N:ﬂﬂm ﬂliq::‘:.: Niﬂitrk NE?TZE.[ G:T”"E_g:t N[?Jr:vlkﬁ[ nﬁ::aﬁl All instances of datasets have been used as training set;
96.0 550 5.0 9.0 2.0 2.0 also the mined rules have been tested with these instances.
7.0l 0.0 70 70 70 a0 The obtained results for the all datasets have been compared
o0.0]  134.0 4.0 0.0 4.0 20 with 4 algorithms in WEKA. These algorithms are Jrip,
820] 620] 17.0] 17.0 15.0 0.5 Ridor, Part, and One-R.
89.0 76.0 14.0 21.0 24.0 4.0
83.0 93.0 23.0 27.0 31.0 40 Results for Pima Indians Diabetes Dataset
92.0 73.0 24.0 21.0 48.0 4.0 Weighting values used for Pima Indians Diabetes dataset
91.0 55.0 28.0 28.0 82.0 4.0 are shown in Table VI.

3.0 45.0 19.0 21.0 13.0 4.0
90.0 4.0 19.0 14.0 22.0 4.0
92.0 66,0 21.0 16.0 33.0 5.0
93.0 63.0 26.0 15.0 158.0 5.0
6.0 76.0 47.0 39.0 107.0 5.0
97.0 4.0 113.0 45.0 150.0 5.0
Go.0 ¥7.0 25.0 19.0 15.0 0.5
g7.0 39.0 15.0 19.0 12.0 5.0
go.0 4.0 21.0 11.0 15.0 5.0
g7.0 24,0 16.0 20.0 24.0 5.0
92.0 57.0 21.0 23.0 22.0 5.0

0.0 70,0 25.0 23.0 112.0 5.0
93,0 59,0 17.0 13,0 11.0 5.0
92,0 80,0 10.0 26.0 20.0 6.0
Figure 12. A section from Bupa dataset

I I I L D L I S T T

Thyroid Disease (New Thyroid) Dataset have 215
instances, each with 5 attributes. These 5 attributes and their
minimum and maximum values are shown in Table V. A
section from Thyroid Disease dataset is also shown in Fig.
13.

TABLE VI. WEIGHTING VALUES USED FOR PIMA INDIANS
DIABETES DATASET

Wy W3 W3 Wy
0.28 020 040 0.12

The results obtained by POA and WEKA are shown in
Table VII and Table VIII.

TABLE VII. RESULTS OF POA FOR PIMA INDIANS DIABETES

DATASET
Number of correctly
Number of classified instances / Accuracy
rules Total number of (%)
instances
Istrun 13 611/768 79.55
2ndrun 13 609/768 79.29
3rd run 609/768 79.29
4thrun 7 600/768 78.12
Avg. 79.06

Mined rules for diabetes dataset classified the data with
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79.06% average accuracy. In the above tables, the results
clearly show that POA's results are similar with Jrip's and
Ridor's results. Besides, results obtained by POA are better
than the results obtained by One-R and worse than the Part's
results.

TABLE VIII. RESULTS OF WEKA FOR PIMA INDIANS DIABETES

DATASET

Number of correctly

Algorithm Number of classified instances / Accuracy
rules Total number  of (%)

instances
Jrip 4 609/768 79.29
Ridor 4 605/768 78.77
Part 13 624/768 81.25
One-R 10 586/768 76.30

Mined 6 rules in the 3rd run of POA are shown in Table
IX.

TABLE IX. MINED RULES BY POA IN THE 3RD RUN

Rule no  Rules

1 If (40<plas<127.99) Then class = tested_negative.

2 If (55.81<plas<145.51) and (21.85<mass<28.27) Then
class = tested negative.

3 If (0<preg<1.26) and (63.66<plas<152.33) and
(69.98<pres<86.5) and (18.08<mass<45.09) Then class =
tested_negative.

4 If (38.5<pres<110) and (18.05<mass<29.97) Then class =
tested_negative.

5 If (40<plas<148.03) and (72.06<pres<101.26) and
(18.98<mass<53.1) and (0<pedi<0.39) Then class =
tested_negative.

6 If others Then class = tested_positive.

Results for Ecoli Dataset
Weighting values used for Ecoli dataset are shown in
Table X.

TABLE X. WEIGHTING VALUES USED FOR ECOLI DATASET
W1 W3 W3
0.20 0.20 0.60

POA's and WEKA's results are shown in Table XI and
Table XII.

TABLE XI. RESULTS OF POA FOR ECOLI DATASET

Number Number  of  correctly Accurac
classified instances / Total y
of rules - (%)
number of instances
Ist run 12 285/336 84.82
2nd run 22 290/336 86.70
3rd run 12 274/336 81.54
4th run 18 281/336 83.63
Avg. 84.17

TABLE XII. RESULTS OF WEKA FOR ECOLI DATASET

Number of correctly
Algorithm Number of classified instances /  Accuracy
rules Total number  of (%)
instances
Jrip 10 305/336 90.77
Ridor 46 297/336 88.39
Part 13 308/336 91.66
One-R 7 232/336 69.04

Obtained rules for Ecoli dataset classified the data with
84.17% average accuracy. Except One-R, the other
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algorithms (Jrip, Ridor, and Part) in WEKA have better
results than the POA's result.

Mined 12 rules in the 1st run of POA are shown in Table
XI11.

TABLE XIII. MINED RULES BY POA IN THE 1ST RUN

Rule no Rules

1 I (0.14<mcg=<0.55) and (0.22<alm2<0.61) Then class =
cp.

2 I (0.16<gvh<0.42) and (0.1<aac<0.88) and (0<alm2<0.6)
Then class = cp.

3 If (0.06< mcg=<0.61) and (0.18<gvh<0.87) and
(0.05<aac<0.88) and (0.6<alm2<0.97) Then class = im.

4 If (0.57<gvh<0.7) and (0.18<aac<0.88) and
(0.55<alm1<0.89) and (0.22<alm2<0.93) Then class = im.

5 1 (0.28<mcg<0.71) and (0.68<aac<0.88) and
(0.63<alm1<0.84) and (0<alm2<0.78) Then class = im.

6 I (0.63<mcg=<0.66) and (0.52<gvh<0.81) and
(0.39<aac<0.88) and (0.57<alm1<0.8) and
(0.22<alm2<0.97) Then class = im.

7 If (0.36<gvh<0.56) and (0.3<aac<0.88) and
(0.91<alm2<0.99) Then class = im.

8 If (0.25<aac<0.88) and (0.57<alm<0.81) and
(0.57<alm2<0.89) Then class = imU.

9 If (0.46<gvh<0.48) and (0.1<aac<0.68) and
(0.17<alm2<0.99) Then class = om.

10 1f (0.57<gvh<0.89) and (0.23<aac<0.88) and
(0.29<alm1<0.63) and (0.16<alm2<0.94) Then class = pp.

11 I (0.48<mcg<0.78) and (lip=0.48) and (0.48<alm1<0.69)
and (0.35<alm2<0.95) Then class = pp.

12 If (0.31<mcg<0.72) and (0.37<gvh<l) and

(0.21<aac<0.88) and (0.46<alm1<0.68) Then class = omL.

Results for the BUPA Liver Disorders Dataset
Weighting values used for BUPA Liver Disorders dataset
are shown in Table XIV.

TABLE XIV. WEIGHTING VALUES USED FOR BUPA DATASET
W1 Wj W3
0.20 0.20 0.60

The results obtained by POA and WEKA are shown in
Table XV and Table XVI.

TABLE XV. RESULTS OF POA FOR BUPA DATASET

Number Number  of  correctly Accurac
classified instances / Total y
of rules - (%)
number of instances
Ist run 16 276/345 80.00
2nd run 14 276/345 80.00
3rd run 15 273/345 79.13
4th run 15 270/345 78.26
Avg. 79.34

TABLE XVI. RESULTS OF WEKA FOR BUPA DATASET

Number of correctly
Algorithm Number of classified instances / Accuracy
rules Total  number  of (%)
instances
Jrip 5 270/345 78.26
Ridor 3 246/345 71.30
Part 15 297/345 86.08
One-R 14 235/345 68.11

Running the POA for BUPA dataset, mined rules have
classified the data with 79.34% average accuracy. In
WEKA, result of Part is successful than the results obtained
from POA whereas the other WEKA algorithms Jrip, Ridor,
and One-R have poorer results than that of POA. Mined 14
rules in the 2nd run of POA are shown in Table XVII.
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TABLE XVII. MINED RULES BY POA IN THE 2ND RUN

Ruleno  Rules

1 If (45.6<sgot<56.25) Then class =2

2 If (70.4<mcv<89.47) and (41.96<gammagt<62.2) Then
class = 2.

3 If (3.54<drinks<5.54) Then class = 2.

4 I (82.44<mcv<85.67) and (11.62<sgot<43.18) Then class
=2.

5 If (24.41<sgot<47.26) and (36.94<gammagt<55.1) Then
class = 2.

6 1f (90.84<mcv<96.85) and (1.91<drinks<2) Then class = 2.

7 If (4<sgpt<71.15) and (9.99<drinks<12.18) Then class = 2.

8 1 (79.99<mcv<90.52) and (5.41<drinks<13.86) Then class
=2.

9 If (83.73<mcv<95.4) and (26.12<alkphos<51.63) and
(21.81<sgot<48.6) Then class = 2.

10 If (55.46<alkphos<57.08) Then class = 2.

11 If (11.79<sgpt<16.64) Then class = 2.

12 I (51.98<alkphos<94.05) and (35.52<gammagt<40.69)
Then class = 2.

13 If (46.18<alkphos<84.27) and (64.14<gammagt<87.64)
Then class = 2.

14 If others Then class = 1.

Results for the Thyroid Disease (New Thyroid) Dataset
Weighting values are shown in Table XVIII.

TABLE XVIII. WEIGHTING VALUES USED FOR NEW THYROID

DATASET
W1 W3 W3
0.20 0.20 0.60

The results obtained by POA and WEKA are shown in
Table XIX and Table XX.

TABLE XIX. RESULTS OF POA FOR NEW THYROID DATASET
Number  of  correctly

Number classified instances / Total Accuracy
of rules . (%)
number of instances
1st run 7 211/215 98.13
2nd run 5 205/215 95.34
3rd run 8 201/215 93.48
4th run 5 206/215 95.81
Avg. 95.69

TABLE XX. RESULTS OF WEKA FOR NEW THYROID DATASET

Number of correctly
Algorithm Number of classified instances / Accuracy
rules Total number  of (%)
instances
Jrip 4 209/215 97.20
Ridor 7 206/215 95.81
Part 4 213/215 99.06
One-R 3 198/215 92.09

TABLE XXI. MINED RULES BY POA IN THE 1ST RUN

Rule no  Rules

1 If (6.56<Thyroxin<11.9) Then class = 1.

2 If (106.33<T3resin<144) and (11.14<Thyroxin<14.28)
Then class = 1.

3 If (97.51<T3resin<101.78) and (0.6<TSH_value<36.96)

Then class = 1.

4 If (1.39<TSH_value<54.75) and (6.81<Thyroxin<16.1)
Then class = 1.

5 If (103.21<T3resin<112.99) and (3.77<Thyroxin<11.44)
Then class = 1.

6 If (8.73<Thyroxin<25.3) Then class = 2.

7 If others Then class = 3.

All algorithms have high accuracy rules for New Thyroid
dataset. The accuracy ratio of POA, Jrip, Ridor, Part, and

Volume 15, Number 4, 2015

One-R algorithms are 95.69%, 97.20%, 95.81%, 99.06%,
and 92.09% respectively. These results present that POA has
approximately same result with the Jrip's and the Ridor's
results, better than One-R's result, and worse than Part's
results.

Mined 7 rules in the 1st run of POA are shown in Table
XXI.

V. CONCLUSION

Automating the classification rules mining task of data
mining has required the investigation of many methods,
techniques and algorithms. Most of these models are black-
box based methods. POA has been firstly used in complex
numerical classification rules mining task of data mining.
Although POA is very new and no applications in complex
data mining problems have been performed, the results seem
promising. POA, proposed as numerical classification rules
miner in this study, has been designed in such a way that it
can obtain the comprehensible and accurate rules set within
datasets. By this way, the induced classification model can
be interpreted and the obtained rules set can be efficiently
used. That is why, the classification model is not black-box
such as used methods in the related literature.

Another advantages of the POA designed in this study is
flexible nature of the objective function. Any other different
objectives such as interestingness, surprisingness, and etc.
can be easily added.

Another superiority of the method proposed in this study
is finding the numerical intervals of the attributes in the time
of rules mining without any a priori data process. This is one
of the very best superiority of the designed POA over other
classification rules mining algorithms which perform a kind
of discretization or fuzzification as a priori process. In this
situation; the problem, the dataset in data mining, is
changed. That is why, found classification model is model
of the changed dataset. Changing the data set is
unreasonable. Adapting the mining algorithm without
changing the dataset is more reasonable. In this study, POA
has been efficiently designed as a rules miner finding the
attribute intervals simultaneously.

One of the other advantages of the designed POA is its
global search with a population of candidate solutions. It
does not start and keep up the search with a single candidate
solution for the rules. However, most data mining
algorithms usually performs a local search. Furthermore,
POA is successful in coping with attribute interaction
problem by not selecting one attribute at a time and not
evaluating a partially constructed candidate rule. This is also
a superiority of the proposed method over other
classification algorithms.

Comparing results from WEKA and this study indicate
that obtained rules for Diabetes dataset classified the data
with 79.06% average accuracy. However, WEKA classified
same data with different algorithms which have distinct
accuracy such as; Jrip 79.29%, Ridor 78.77%, Part 81.25%,
and One-R 76.30%. These results clearly show that POA's
result is competitive with the Jrip's result and the Ridor's
result. Besides, results obtained from POA are better than
the results obtained from One-R and worse than the results
obtained from Part algorithm.

Obtained rules for Ecoli dataset classified the data with
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84.17% average accuracy. Processing same data in the
WEKA, except One-R (69.04%), the others algorithms (Jrip
90.77%, Ridor 88.39%, and Part 91.66%) have better results
than the POA's result.

Running the POA for BUPA dataset, mined rules have
classified the data with 79.34% average accuracy. In
WEKA, result for Part (86.08%) is successful than the
results obtained from this study whereas the other WEKA
algorithms (Jrip 78.26%, Ridor 71.30%, and One-R 68.11%)
have poor results.

All algorithms have mined rules with high accuracy for
Thyroid dataset. The accuracy ratio of POA, Jrip, Ridor,
Part, and One-R algorithms are 95.69%, 97.20%, 95.81%,
99.06%, and 92.09% respectively. These results present that,
POA has approximately same results with the Jrip and the
Ridor; better results than One-R, and worse results than Part.

All in all, POA is an effective method for automatic
numerical classification rules mining. Although there is no
much more optimization on POA, it has mined rules with
high accuracy and comprehensibility. POA can also be
effectively used for complex numerical association rules
mining, sequential patterns mining, and clustering rules
mining tasks of data mining. Parallel and distributed version
of POA with optimized parameters may be a future work.
Generalization of POA for multi-objective optimization
problems may also be one of the further works.
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