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1Abstract—The paper investigates predictive digital average 

current control (PDACC) in dc/dc converters using trailing-
edge modulation (TEM). The study is focused on the 
recurrence duty cycle equation and then stability analysis is 
performed. It is demonstrated that average current control 
using trailing-edge modulation is stable on the whole range of 
the duty cycle and thus design problems are highly reduced. 
The analysis is carried out in a general manner, independent of 
converter topology and therefore the results can then be easily 
applied for a certain converter (buck, boost, buck-boost, etc.). 
The theoretical considerations are confirmed for a boost 
converter first using the MATLAB program based on state-
space equations and finally with the CASPOC circuit 
simulation package.  
 

Index Terms—Current programmed control, predictive 
current control, trailing-edge modulation, average current 
control. 

I. INTRODUCTION 

Current mode control has become classical as it is 
intensively used with dc-dc converters [1-10]. It was also 
the starting point for other control techniques such as charge 
control [11]. Current mode control found an important 
application in power-factor-correction (PFC) circuits [12-
14]. Analog current programmed control can be classified as 
peak, valley or average current control, depending on 
whether the maximum, the minimum or the average value of 
the sensed current in a period is compared to a reference and 
tightly controlled. It is also known that peak current control 
offers fast over-current switch protection [15]. In PFC 
applications, the peak or valley control inherently lead to 
line current harmonic distortion and several solutions for 
reducing this distortion have been proposed [10], [11] by 
biasing the reference waveform. On the other side, average 
current mode control offers the advantage of both constant 
frequency operation and low harmonic distortion [4].  

Digital controllers have rapidly penetrated in the field of 
power electronics. Digital control offers some crucial 
advantages such as programmability, insensitivity to 
parameter variations and flexibility in improving 
performance. Naturally, digital control has been extended to 
current control. Predictive digital current control was first 
proposed by Chen, Prodic, Maksimovic and Erickson [16-
17] and consequently it was rapidly extended and adopted. 
Different modeling approaches both in analog and in the 
digital domain [18-23] have been proposed. The analysis in 
[16] was carried out with emphasis on a boost TEM valley 

control and some considerations regarding other techniques 
were just mentioned. The paper is organized as follows: 
section II presents predictive digital average current control 
principle, in section III stability analysis is performed, 
MATLAB investigation of the PDACC with TEM using a 
state space approach is carried out in section IV, section V is 
devoted to verification of the theoretical aspects by circuit 
simulation, while conclusions are drawn in section VI. 

 
1This work was partially supported by the strategic grant POSDRU 
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in people. 

II. PREDICTIVE DIGITAL AVERAGE CURRENT CONTROL 

USING TRAILING EDGE MODULATION 

A. Principle 

Fig. 1 shows the trailing-edge pulse-width modulation 
(PWM) control. The rectangular switching function q(t) is 
obtained by comparing the control voltage vc(t) with a saw-
tooth signal, vsaw(t). In TEM the transistor is switched on at 
the beginning of each period of length Ts and switched off 
after dTs time units. The duty cycle d can be modified 
increasing or decreasing the control voltage, vc(t). The 
transistor stays off for the rest of the period, that is (1-d)Ts 
time units. It is clear that the rising edge of the switching 
function is equally spaced in time, while the falling edge 
could occur earlier or later during one switching cycle, 
depending on the value of the control voltage. 

 

Figure 1. Trailing-edge modulation. 
 

In PDACC technique some variables need to be sampled 
in the current period in order to be used in the computation 
of the duty cycle corresponding to the next switching cycle. 
The goal is to reduce to the error between the current 
reference Iref and the average inductor current.  In Fig. 2 the 
inductor current waveform in steady state is shown and in 
Fig. 3 the inductor current waveform under average current 
control during a transient is depicted [16]. Unless specified, 
capitals will denote variables in steady state (e.g. D), while 
noncapitalized variables will refer to dynamics (e.g. i[n], dn). 
Small signal perturbations will be referred using the Δ 
symbol in front (e.g. ∆i[n], ∆dn). The inductor current 
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positive slope is denoted by m1 and for its steady-state value 
the symbol M1 will be used. Similarly, –m2 and –M2 

notations will refer to the negative inductor current slope. It 
is clear that both M1 and M2 are positive magnitudes. 

B. Equations 

As the inductor current is sampled at the beginning of the 
each switching period, notation i[n] will denote the sample 
value of the current inductor at the beginning of the nth 
switching cycle. The goal is to derive a relationship for the 
duty cycle in the (n+1)th cycle in terms of duty cycle dn, such 
that the average point current in the (n+1)th cycle to be equal 
to the reference current. This, of course, justifies the 
predictive nature of the control. In order to derive the 
control law regarding the duty cycle, the average point at the 
end of the (n+1)th period, denoted as iave n+1 in Fig. 3, will be 
evaluated in terms of i[n]. Finally it will be imposed that this 
average point to be equal to the reference value, Iref.  

 

Figure 2. Inductor current waveform in steady state. 
 

 

Figure 3. Inductor current waveform under PDACC during a transient. 
 

In order to achieve this, first the sampled inductor current 
i[n+1] is computed as a function of the previous sampled 
value i[n] and the applied duty cycle dn, provided that the 
slopes M1 and M2 of the inductor current waveform are 
known. It also known that the steady-state duty cycle D is 
given by: 
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Both relationships can be easily proven expressing the 
inductor current ripple in each topological state and equaling 
the results. In the most general case, the slopes m1 and m2 

depend on the input and output voltages. Therefore the input 
and the output voltages need also to be sampled. For 
example, in a boost converter these values are: 
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From Fig. 3, because of the piecewise linear shape of the 
inductor current, it can be written that:  

snsn TdmTdmnini )1(][]1[ 21     (5) 

Relationship (5) can be extended for the next switching 
cycle making n → n+1:  

snsn TdmTdmnini )1(]1[]2[ 1211          (6) 

The average point of the inductor current at the end of the 
(n+1)th cycle is equal to: 
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Using (5) and (6), the average point of the inductor 
current can be expressed in the form: 
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Imposing iave n+1 = Iref, it results that: 
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From equation (9), the value of the predicted duty cycle 
dn+1 is found in the form: 
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This is the general recurrence formula for the predicted 
duty cycle. It can be applied to any converter customizing 
the slopes m1 and m2 according to converter topology. For 
example, using (3) and (4), after some simple algebra the 
predicted duty cycle for the boost converter is given by: 
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One easy way to check the validity of (10) is to derive the 
steady-state duty cycle in terms of slopes M1 and M2. 
Obviously, in steady-state the following relationships hold: 

0][ Ini               (12) 

Ddd nn 1                                (13) 
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1
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where I0 is the steady-state valley current and D is the 
steady-state duty cycle. Substituting the values of i[n], dn+1, 
dn and Iref into (10) from relationships (12), (13) and (14) 
respectively and performing the calculations it results 
D=M2/(M1+M2). This is exactly the well-known relationship 
(1), thus confirming the correctness of (10). 

III. STABILITY  ANALYSIS 

Stability analysis can be performed based on geometrical 
considerations, similar to [15], chapter 12. In Fig. 4 both the 
steady state and the perturbed inductor current waveforms 
are depicted, assuming a small perturbation. The solid line 
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represents the inductor current waveform in steady-state and 
the dashed line corresponds to the perturbed inductor 
current. Till t=nTs the converter was operating in steady-
state and at t=nTs the perturbation occurs. Therefore, from 
the predictive control principle it easily follows that the duty 
cycle in the nth period will still be equal to the steady-state 
duty cycle D, 

Ddn                            (15) 

 
Figure 4. Inductor current under PDACC with TEM revealing the 
perturbations. 
 

The first remark is that only starting with the (n+1)th cycle 
the duty cycle is perturbed. For clarity, the size of the 
perturbation is exaggerated. Notations ∆i[n], ∆i[n+1] and 
∆i[n+2] denote the perturbations at the beginning of 
switching cycles n, n+1 and n+2 respectively. Because a 
small perturbation is assumed, the converter will operate 
close to steady-state, such that the slopes m1 and m2 may be 
considered unchanged and equal to their steady state values, 
M1 and M2 respectively. The purpose of this analysis is to 
find a relationship between the perturbation at the beginning 
of the (n+2)th switching cycle, ∆i[n+2] and the perturbation 
at the beginning nth switching cycle, ∆i[n]. Based on this 
recurrence, stability can be easily established examining 
whether ∆i[n+2] tends to 0 for large n.  Obviously, from 
Fig.4 the perturbation ∆i[n] is defined as: 

oInini  ][][                                (16) 

As the slopes of the two waveforms in the first 
topological state of the nth period are equal and the duty 
cycle in the nth period is equal to the steady-state duty cycle, 
as demonstrated above, it follows that the value of the 
perturbation at the beginning of the (n+1)th cycle will be 
equal to the perturbation at the beginning of the nth cycle, 

][]1[ nini                                  (17) 

According to (9), as dn+1 is the first duty cycle after period 
n that takes into account the fact that the waveform is 
perturbed, it results that the perturbation at the beginning of 
the (n+2)th switching cycle will differ to that of the 
perturbation at the beginning of the nth cycle. Hence: 
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Taking (16) into account it results that: 
][]1[ 0 niIni                               (19) 

Based on (18), the recurrence (10) becomes: 



With the notation ∆dn for the duty cycle perturbation in 
the nth period, according to this definition it is clear that: 
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Substituting dn from (15), dn+1 from (21), Iref from (14), D 
from (1) and i[n] from (18), all into (20), after performing 
the calculations it results: 
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The instantaneous inductor current at beginning of the 
(n+2)th cycle is: 

]2[]2[ 0  niIni                      (23) 

On the other side, using geometrical considerations 
together with (5) and (6) the value of i[n+2] is obtained as: 
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From the equality of the right hand sides in (23) and (24) 
it follows that:  
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Now substituting dn+1 from (21) in (25), it is obtained: 
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Substituting ∆dn+1 from (22) and D from (1), both in (26), 
the value of ∆i[n+2] can be written as: 
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Using the value of the ratio M2/M1 given by (2), the right 
hand side of relationship (27) can be rewritten in terms of 
steady-state duty cycle as: 
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This is the desired recurrence and based on it stability 
considerations can now be easily derived. Making n → n + 2 
in (28), it follows that: 
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Replacing ∆i[n + 2] from (28) in (29) the value ∆i[n+4] is 
found: 
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After 2k switching periods, the perturbation becomes: 
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As k goes to infinity, the perturbation ∆i[n+2k] tends to 0 
provided that the characteristic value –D/(2-D) has the 
absolute value less than 1. Hence the stability condition is: 
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As 0 < D < 1 it is easy to show that  
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Therefore the stability condition is equivalent to: 
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   (20) Solving (34) this immediately leads to D<1, that is always 
true. The conclusion is that predictive average current 
control under trailing edge modulation is unconditionally 
stable (no oscillation) for the whole range of the duty cycle. 
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IV. VERIFICATION USING STATE-SPACE ANALYSIS 

In order to evaluate the validity of the predictive average 
current control under trailing edge modulation, first a state-
space analysis approach is carried out. The boost converter 
depicted in Fig. 5 is subjected to study. 

 
Figure 5. The boost converter investigated with PDACC. 
 

Converter parameters are: 

kHzfmRFCHLVV sLg 40;1;100;500;10     (35) 

The state vector is chosen as x=[iL  vC]T. When CCM 
operated, the converter can be modeled by the following 
equations [24]: 
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It is known [24] that a discrete model of the converter is 
described by the equation: 
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The converter will be simulated by the use of the 
difference equation (40), with the duty cycle calculated 
according to the predictive control given by (11). An initial 
arbitrary duty cycle will be chosen and the simulation will 
be carried out long enough to overpass the initial transient. 
If stable operation is achieved the results in steady-state will 
be a sequence of constant discrete values. As unstable 
operation usually occurs either at D<0.5 or D>0.5, two 
reference current value are chosen: one value is chosen to 
impose operation at D<0,5 and the other to lead to D>0.5 
operation. 

The simulation results for Iref=2.5A, (D<0.5) are shown in 
Fig. 6 while in Fig. 7, for the same current reference value, 
the last ten switching cycles for the inductor current are 

depicted. It can be seen that stable operation is achieved, as 
the duty cycle becomes constant after the initial transient 
and inductor current exhibits a typical periodic shape with a 
period equal to the switching period. The results for a 
current reference Iref=11A, (D>0.5) are shown in Fig. 8 and 
Fig. 9 for the duty cycle and inductor current respectively. 
Again stable operation is achieved, thus confirming that 
average current control is stable at any duty cycle. The 
Matlab program is provided in the Appendix. 

 
Figure 6. Duty cycle versus time for Iref =2.5A (D<0.5). 
 

 
Figure 7. Inductor current for Iref =2.5A (D<0.5). 
 

 
Figure 8. Duty cycle versus time for Iref =11A (D>0.5). 
 

 
Figure 9. Inductor current for Iref =11A (D>0.5). 
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V. VERIFICATION THROUGH CIRCUIT SIMULATION 

The CASPOC package [25] was used for simulating the 
boost converter with PDACC under TEM. The overall 
simulation schematic of a boost converter employing 
predictive average current control under trailing-edge 
modulation is presented in Fig. 10. 

 
Figure 10. CASPOC schematic for the simulation of the boost converter 
employing PDACC under TEM. 

 

The average inductor current must follow the reference 
Iref. The required duty cycle for the next switching period is 
predicted based on the sampled current and on the sampled 
input and output voltages, according to (11). To implement 
equation (11), the EXPRESSION block in CASPOC was 
used. Complete details and information about the blocks 
used can be found in [26]. The simulated results are 
presented in Fig. 11, 12 and 13 for the duty cycle, inductor 
current and output voltage respectively. The simulation was 
performed employing a reference current value of 2.5A that 
forces operation at a duty cycle less than 0.5. It can be easily 
seen that stable operation is achieved.  

 
Figure 11. Duty cycle versus time for Iref =2.5A (D<0.5). 
 

 
Figure 12. Inductor current for Iref =2.5A (D<0.5). 

 
Figure 13. Output voltage for Iref =2.5A (D<0.5).  
 

With a current reference of 11A, that forces the operation 
at a duty cycle higher than 0.5, the results are shown in Fig. 
14, 15 and 16. Again stable operation of the converter is 
achieved. Moreover, in both situations it can be seen that the 
control is correctly performed as the average value of the 
inductor current tightly follows the reference current 

 
Figure 14. Duty cycle versus time for Iref =11A (D>0.5). 
 

 
Figure 15. Inductor current for Iref =11A (D>0.5). 
 

 
Figure 16. Output voltage for Iref =11A (D>0.5). 

VI. CONCLUSIONS 

Predictive trailing-edge modulated average current 
control is deeply investigated in the paper. The control law 
is derived and theoretical considerations about stability of 
this type of control are developed. The analysis is carried 
out in a general manner and therefore the stability 
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conclusions are valid for any converter while the control law 
is also general and only typical converter values for the 
slopes need to be inserted to get the digital control law for a 
given topology. The main contribution and result is that, 
opposed to the results in [16], it is proven that PDACC is 
inherently stable for any duty cycle and therefore is a very 
attractive option. Possible applications are active power 
factor correction or welding equipment as well. This type of 
control can be easily implemented using a microcontroller, a 
DSP or under LabVIEW with proper acquisition boards. 
Future work will focus on investigating other types of 
predictive current control, employing leading edge or 
triangle modulation in conjunction with peak, average or 
valley current control.  

APPENDIX A 

MATLAB program for exact simulation of the boost 
PDACC using TEM 
clear all; close all; clc; 
 
Vg=10; R=10; L=500e-6; RL=1e-3; C=100e-6; fs=40e3; Ts=1/fs; Iref=11; 
Tsim=10e-3; Nmax=Tsim/Ts; 
A1=[-RL/L      0;     0    -1/(R*C)]; B1=[1/L; 0]; E1=[0 1; 1 0]; F1=[0; 0]; 
A2=[-RL/L      -1/L;      1/C    -1/(R*C)]; B2=[1/L; 0]; E2=[0 1; 1 0]; 
F2=[0; 0];  
 
 I=eye(2);  n=1; 
    x(1,n)=0; x(2,n)=1e-6; i(n)=x(1,n); M1(n)=Vg/L; M2(n)=(x(2,n)-Vg)/L; 
d(n)=0.1; 
 
  while n<Nmax 
      M1(n)=Vg/L; M2(n)=(x(2,n)-Vg)/L; i(n)=x(1,n); 
      phi1=expm(A1*d(n)*Ts); psi1=A1\(phi1-I)*B1; 
      phi2=expm(A2*(1-d(n))*Ts); psi2=A2\(phi2-I)*B2; 
      x(:,n+1)=  phi2*phi1*x(:,n)+(phi2*psi1+psi2)*Vg; 
      d(n+1)=-2*(M1(n)+M2(n))/(2*M1(n)+M2(n))*d(n)-
2/((2*M1(n)+M2(n))*Ts)*(i(n)-Iref)+3*M2(n)/(2*M1(n)+M2(n)); 
          if d(n+1)<0.01 
              d(n+1)=0.01; 
          elseif d(n+1)>0.99 
              d(n+1)=0.99; 
          end 
      n=n+1; 
  end 
 
  plot(d,'-'); xlabel('time [us]'); ylabel('d'); 
  figure; plot(i,'-'); xlabel('time [us]'); ylabel('iL'); 
p=10; % last p cycles are represented  
k=1; % cycles counter 
h=20e-9; % simulation step  
counter=0; % end of switching cycle counter  
t=0; tsim(1)=0; 
m=1; xsim(:,m)=x(:,length(d)-p); phi=expm(A1*h); psi=A1\(phi-I)*B1; 
while k<=p 
    if ((k-1)*Ts<t)&&(t<=(k-1+d(Nmax-k+1))*Ts) 
        phi=expm(A1*h); psi=A1\(phi-I)*B1; 
    elseif ((k-1+d(Nmax-k+1))*Ts<t)&&(t<=k*Ts) 
        phi=expm(A2*h); psi=A2\(phi-I)*B2; 
    end 
    xsim(:,m+1)=phi*xsim(:,m)+psi*Vg; tsim(m+1)=tsim(m)+h; 
    m=m+1; t=t+h; counter=counter+1; 
    if counter==Ts/h 
       k=k+1; counter=0; 
    else 
    end 
end 

figure; plot(tsim*1e6,xsim(1,:)); xlabel('time [us]'); ylabel('iL'); 
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