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1 Abstract—Recently the method of specifying multiple 
regions of interest (ROI) based image retrieval has been 
suggested. However it measures the similarity of the images 
without proper consideration of the spatial layouts of the ROIs 
and thus fails to accurately reflect the intent of the user. In this 
paper, we propose a new similarity measurement using the 
relative layouts of the ROIs. The proposed method divides
images into blocks of certain size and extracted MPEG-7 
dominant colors from the blocks overlapping with the user-
designated ROIs to measure their similarities with the target 
images. At this point, similarity was weighted when the relative 
location of the ROIs in the query image and the target image 
was the same. The relative location was calculated by four 
directions (i.e. up, down, left and right) of the basis ROI. The 
proposed method by an experiment using MPEG-7 XM shows 
that its performance is higher than the global image retrieval 
method or the retrieval method that does not consider the 
relative location of ROIs.

Index Terms—Image retrieval, Information retrieval,
Content based retrieval, Search methods, Nearest neighbor 
searches

I. INTRODUCTION

Image retrieval methods can be broadly divided into those 
using text information included in the images [1],[2] and 
those based on the contents of images themselves [3]-[10]. 
Recently, using images on the Internet rapidly increases, 
additional information such as text attached to images is 
often unavailable—hence the need for retrieval methods 
based on the contents of images has been on the increase. 

Content-based image retrieval methods can be divided into 
those using the global feature values of whole images [3]-[7] 
and those based on the local feature values of regions of 
these images [8]-[10]. The former can compare the global 
features of images but fails to compare the similarity of 
objects that the user is interested in, as no information is 
available regarding the user’s region of interest. 
Accordingly, methods for specifying regions of interest 
(ROI) and retrieving the contents of the images on this basis 
have been proposed, which are generally called “ROI-based 
image retrieval” methods.

The methods of selecting ROIs from images are divided 
into methods in which the retrieval system recognizes key 
objects in the images and automatically specifies them as 
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ROIs [9] and those enabling the user to choose ROIs 
directly[8],[10]. If the system automatically designates 
ROIs, they may not correspond to the regions that the user 
wishes to retrieve.

To measure the similarity of ROIs requires the calculation 
of distance between the ROIs of the query images and the 
feature values of the target images. Extracting the feature 
values of images generally takes a lot of time, so the values 
are extracted in advance and saved in the database for later 
use [3]-[10]. If the user chooses ROIs randomly, however, it 
is impossible to tell which parts of the images will be 
selected, so existing studies[8]-[10] have divided images 
into smaller blocks to extract their feature values and match 
them with ROIs for retrieval. Here how to match the ROIs 
and the blocks is a problem. In measuring the similarity of 
ROIs, reflecting the location of ROIs is important. 
Especially when multiple ROIs are selected, it is vital how 
to consider the location of ROIs. Previous studies [8],[9] 
have not taken into consideration the regions in different 
locations from ROIs in the query image. Reference [10] 
does consider the location of ROIs but only determines 
whether ROIs are in the same location, without telling 
exactly how their locations differ. In this case, the user’s 
intent of retrieval cannot be accurately reflected.

As such, how to select blocks overlapping with ROIs and 
how to reflect the location of ROIs in multiple ROI-based 
image retrieval have been important issues in existing 
studies relating to ROI-based retrieval, but these studies 
have failed to suggest effective methods in this regard. To 
address problems with the methods suggested in previous 
studies, this paper proposes the method of selecting only 
those blocks whose ROI-overlapping areas exceed the 
threshold and reflecting the relative location of multiple 
ROIs to measure similarity. For this purpose, images are 
divided into coordinate planes with four quadrants centering 
on the basis ROI to determine which quadrants individual 
ROIs are located in. To verify the validity of this method, 
MPEG-7 XM is used to extract DCD as feature values and 
measure the level of similarity. The proposed method by an 
experiment shows that its performance is higher than the 
global image retrieval method [3]-[7] or the retrieval method 
that does not consider the relative location of ROIs [8]-[10].

The rest of the paper is organized as follows: Section 2
introduces related work on ROI-based image retrieval, and 
Section 3 describes our image retrieval method that 
considers the relative location of multiple ROIs. Section 4 
explains the experimental environment and results of the 
proposed method and examines its validity; Section 5 
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concludes with a summary and discussion of some 
directions for future research.

II. RELATED WORKS

For ROI-based image retrieval, ROIs should be specified 
in images and then the feature values of these ROIs 
extracted to compare their similarity to the target images. 
ROI selection methods can be divided into manual selection 
by human beings [8],[10] and automatic designation by 
computer system [9]. Reference [8] enables the user to 
select ROIs on his/her own. It is inefficient to extract the 
feature values of ROIs randomly selected by the user on a 
real-time basis. Therefore [8] divides images into blocks of 
certain size (e.g. 2x2, 3x3, 4x4, 5x5) and defines ROIs as 
blocks that overlap with user-selected ROIs, in an effort to 
calculate ROI similarity based on the feature values 
extracted per block in advance. In this case, the user-
selected ROIs and the blocks may not be perfectly identical. 
To address this problem, [8] reflects the proportion of 
overlap between ROIs and blocks. In other words, for blocks 
overlapping with ROIs in part, their feature values are 
reflected on similarity measurement by the proportion of 
overlap.

Figure 1. Reflection of the proportion of ROI-overlapping blocks in [8]

In Figure 1, for instance, the feature values of blocks #4, 
#6, #8, #10, #12, #13 and #14, which partially overlap with 
user-selected ROIs, are reflected only by their respective 
proportions of overlap. Reference [8] suggests ),( j

j IQD  as 

a method to measure ROI similarity by the distance between 
query image Q and the thj image of the database.
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Equation (1) divides the query image Q and the thj image 

of DB, jI , into n blocks and extracts i feature values from 
each block to calculate the similarity. M is the number of 
entire images, and ),( inS j  is a function that measures the 

distance between Q  and the thi feature of the thn block of 
jI . 

inW ,
is the weight of the thi feature of the thn block;  , 

which is reflected together with 
inW ,
, is the proportion of 

overlap between the ROIs and the blocks. In other words, 
),( j

j IQD  in Equation (1) is obtained by calculating the 

distances between individual blocks and summing them up 
by their respective proportions. This method, however, 
merely measures the distance of blocks in the target image 
that are in the same location as in the query image, without 
considering blocks in different locations. In this case, blocks 
in different locations that are similar to the ROIs are not 
retrieved.

Reference [9] uses the dominant colors of images to 
automatically extract regions. This method employs color, 
shape and location as feature values. 25 colors selected here 
are mapped to be compared by differences in color 
histogram value; to locate individual regions, images are 
divided into 3x3 blocks as illustrated in Figure 2, and the 
number of block with the largest area of region is
designated. For instance, the location of region in Figure 2 
would be indexed as “5.” In other words, the regions are 
compared only from fixed locations, as the locations are 
compared by index number.

Figure 2. Designation of the location of region in [9]

This method has a problem that is not directly selected by 
the user, for the regions are automatically classified from the 
images by color. Also, the method does support multiple 
regions but merely compares the absolute location of blocks 
as the locations are compared by index number.

Reference [10] enables the user to select multiple ROIs 
and retrieves blocks in different locations from the ROIs’. It 
is also compared and reflected whether blocks in the target 
image are in the same location as multiple ROIs in the query 
image. Here the similarity of spatial layouts for ROIs is 
compared using Equation (2).
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In Equation (2), )(xf  is a bipolar sigmoid function. tt yx ,
are the central coordinates of blocks in the target image that 
correspond to ROIs in the query image, and qq yx ,  are the 

central coordinates of ROIs in the query image. In other 
words, Equation (2) converts the distances between ROIs in 
the query image ( Q ) and the target image (T ) as bipolar 

sigmoid and sin function values to multiply and sum them 
up. The method, however, fails to provide a detailed level of 
similarity as it simply tells whether blocks in the target 
image are in the same location as ROIs in the query image.

In ROI-based image retrieval, it is vital to reflect the user’s 
intent and enhance the accuracy of retrieval. Existing works, 
however, have been problematic in the selection of ROI-
overlapping blocks [8] or the reflection of ROI locations [8]-
[10]. In this context, this paper suggests a modified method 
for selecting ROI-corresponding blocks and reflects the 
relative location of ROIs in distance measurement to 
improve the accuracy of image retrieval.

III. IMAGE RETRIEVAL METHOD USING THE RELATIVE 

LOCATION OF MULTIPLE ROI

A. Selection of blocks corresponding to ROIs

For ROI-based image retrieval, the user should be able to 
select ROIs directly to reflect his/her interest on the retrieval 
process. For the efficiency of retrieval, the images should be 
divided into blocks of certain size in advance and the feature 
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values of blocks overlapping with ROIs utilized, as 
indicated in [8]. To use the feature values of blocks, it is 
instrumental to determine blocks overlapping with ROIs 
first, which can be done in the following two ways: First, the 
feature values of blocks overlapping with ROIs are fully 
reflected. Second, the proportion of overlap between ROIs 
and blocks is taken into account [8].

Figure 3. Comparison of ROI and image block locations

For example, let us assume, as illustrated in Figure 3, that 
the blocks are divided into 4x4 and that the ROIs overlap 
with blocks are #0, 1, 2, 4, 5, 6, 8, 9 and 10. The first 
method reflects the feature values of all blocks overlapping 
with ROI, so it considers all the feature values of blocks #0, 
#1, #2, #4, #5, #6, #8, #9 and #10 as ROI feature values. 
This method has a defect that the feature values of region 
not overlapping with ROIs are overly reflected. The second 
method, on the other hand, does reflect the entire feature 
values of block #5 but considers the feature values of other 
blocks based on their respective proportion of overlap with 
ROI. As for this method, feature values that are totally 
different from the ROIs may be reflected when applying the 
feature values of blocks overlapping with ROIs by 
proportion. Let us take block #6 as an example: The color of 
the ROI overlapping with block #6 is blue. The block as a 
whole, however, is predominantly pink, so its color is 
determined as pink. As a result, the feature values of the 
block are reflected by the proportion of overlap for its 
“pink” areas—totally different from the ROI.

This paper suggests a method that reflects feature values 
depending on the proportion of blocks overlapping with 
ROIs as in [8] but selects only those blocks where regions 
overlapping with ROIs are greater than a threshold. This is 
because, when people recognize an image, the level of 
importance tends to decrease as the distance from the center 
of the image becomes farther. Therefore, it is unnecessary to 
take into consideration the feature values of regions where 
ROIs and blocks overlap slightly with each other in the 
edge. In the case of Figure 3, the feature values of blocks #4, 
5, 8, and 9—those with greater overlapping areas than the 
threshold—are reflected and retrieved as ROI feature values, 
ignoring those of blocks #0, 1, 2, 6, and 10 where the areas 
overlapping with ROIs do not exceed the threshold, 
assuming the threshold stands at 20%. In this case, blocks 
affected by colors other than those in ROIs (e.g. block #6) 
can be ruled out. The value to be used as the threshold will 
be determined through experiments in Section 4.

B. Measurement of ROI similarity

Similarity between ROIs of the query image and the target 
image is measured by the feature values of ROI-overlapping 
blocks of the query image and the distance from the target 
image. The degree of similarity becomes greater when the 
measured distance has a smaller value. The degree of 
similarity between blocks overlapping with ROIs is 

compared either between blocks in the same location alone 
[8],[9] or between blocks in different locations [10]. When 
blocks in the same location are only compared, it is 
impossible to retrieve blocks that are in different locations 
but have similar feature as user-selected regions. Image 
retrieval is not finding exactly matched image but finding 
similar image, so blocks with a high degree of similarity 
with user-selected regions should be retrieved although they 
may be in different locations. For this reason, this paper 
does not only compare the feature values of blocks selected 
as ROIs but also considers blocks in different locations of 
the target images.

The similarity is measured by obtaining the list of blocks 
in the query image corresponding to ROIs(

bR ) and scanning 

the target image m  times by the unit of blocks to find the 
nearest block list to 

bR . The distance is determined by the 

similarity measure between ROIs and the query image. This 
can be written as Equation (3).

miIRRDIRSD j
bbi

j
b

i
,...,1)),,(min(),(          (3)

),( j
b IRSD of Equation (3) measures the degree of 

similarity between 
bR and target image, and jI  represents 

the thj image of the image database. ),( j
bb i

IRRD measures 

the distance between 
bR  and each block list( j

bi
I ) in the target 

image ( jI ). j
bi

I  means the thi block list of the thj  image that 

corresponds to 
bR . In ),( j

bb i
IRRD , the similarity of blocks 

is measured using different similarity calculation methods 
by the property in use. For ),( j

b IRSD , the smallest value 

(i.e. min value) is applied among the distances calculated by 
scanning blocks from the target image and comparing them 
m  times.

C. Multiple ROI-based image retrieval

Using more than two ROIs for image retrieval involves 
different considerations from the use of a single ROI, as the 
locations of ROIs can serve as a crucial element of retrieval 
from the user’s viewpoint in this case. For instance, let us 
assume, as illustrated in Figure 4, there are three regions in 
which the user is interested in query image (a).

(a) Query image          (b) Target image #1          (c) Target image #2
Figure 4. Comparison of locations in multiple ROIs

 Target image 1(b) is slightly different from query image 
(a) but the location of ROIs—the bird at the top, the car in 
the middle and the person at the bottom—is the same. In 
target image 2(c), on the other hand, the locations of the bird 
and the person are switched. In this case, the user’s intent 
for retrieval is not realized, so target image 2(c) should be 
excluded from the retrieval results or be given a lower 
priority. Therefore, in multiple ROI-based retrieval, it is 
crucial to consider the relative location of ROIs so that the 

[Downloaded from www.aece.ro on Thursday, March 28, 2024 at 15:54:34 (UTC) by 3.80.211.101. Redistribution subject to AECE license or copyright.]



Advances in Electrical and Computer Engineering                                                                      Volume 11, Number 3, 2011

88

user’s intent can be fully reflected. Thus, this paper proposes 
a method that compares the relative location of ROIs in 
multiple ROI-based image retrieval. Comparison of relative 
location between ROIs is carried out as illustrated in the 
algorithm of Figure 5.

Phase 1: The relative location of ROIs is 
calculated in the query image.

(a) Set the leftmost side of the query 
image as the basis ROI.

(b) Divide an image into four quadrants, 
with the central coordinates of the 
basis ROI.

(c) Calculate the relative location of 
other ROIs to determine which quadrant 
they lie in. Do not calculate the 
location of the ROI already designated 
as basis ROI.

(d) Choose the closest ROI to the basis 
ROI as the new basis ROI.

(e) Repeat (b) through (d) by (# of ROIs–
1) times.

Phase 2: The results are compared with the 
target image.

(a) Calculate the location of blocks in 
the target image that are most similar 
to ROIs of the query image.

(b) Calculate the relative location of 
blocks derived in (a) by order of 
basis ROI in Phase 1.

(c) Compare the relative location of 
blocks identified in (b) with that of 
ROIs obtained in Phase 1 to determine 
whether their relative location is the 
same.

(d) Increase the distance if the location 
differs.

Figure 5. Algorithm of comparing relative location between multiple ROIs

Take Figure 6 as an example: ROIq1 is located in block #4, 
ROIq2 in block #8 and ROIq3 in block #3. The relative 
location of each ROI in the query image is as follows: With 
ROIq1 as the basis, ROIq2 is located in the fourth quadrant 
and ROIq3 in the first quadrant. When ROIq2 becomes the 
basis ROI, ROIq3 will be located in the first quadrant. This 
corresponds to the first-phase task in Figure 5.

(a) Query image (b) Target image
Figure 6. Comparison of relative location between multiple ROIs

Figure 6(b) shows the Phase 2 process of the algorithm. 
First, blocks in target image (b) are retrieved based on their 
similarity to each ROI in the query image. For instance, the 
block with the greatest similarity to ROIq1 would be block 
#5 (ROIt1). Next, the relative location of ROIs is calculated. 
With the central coordinates of ROIt1 that corresponds to 
ROIq1 as the basis, ROIt2 is located in the second quadrant 

and ROIt3 in the fourth quadrant. In other words, its relative 
location is different from the query image. In this case, the 
distance between the query image and the target image 
should be calculated as farther than that of the images whose 
relative location is the same. This can be summarized as 
Equation (4).
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In Equation (4), ),( jIRMD  calculates the degree of 

similarity between the query image’s ROI combination ( R ) 
and the thj image of the database ( jI ). Here the degree of 

similarity is calculated as the weighted sum of the distance 
between feature values and the distance at which the relative 
location is measured, with the weight being 121  . The 

similarity measure is higher when the distance is nearer. r
refers to the number of ROIs; k

bR is the list of blocks in the 

query image that correspond to the thk ROI. In Equation (4) 

),(
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b

r

k

IRSD


 is calculated by summing up each ROI’s 

similarity measure with Equation (3). A function that 
measures the relative location of ROIs, ),( jk

b IRLD  is 

calculated using Equation (5).
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                     (5)                   

Using the method illustrated in Figure 5, Equation (5) 

compares the relative location of the 
ths block list( j

sI )—

among block lists in the thk ROI( k
bR ) of the query image and 

the thj image of the database—against the central 

coordinates of the basis ROI. s  is repeated from 1k
through r . This is because blocks that have already served 
as basis ROIs are excluded. The relative location is reflected 
as shown in Equation (6).

(6)      
differentislocation relative when the,

same theislocation relative when the,0
),(






x

IRrpos j
s
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b

In other words, the value of “0” is applied if the relative 
location of blocks in the target image that correspond to 
ROIs in the query image is the same in Equation (6), and the 
distance increases if the relative location differs.

IV. EXPERIMENTAL RESULTS

A. Experimental environment and performance      
evaluation method

This paper uses color for comparison between ROIs, as the 
property has been used most widely in content-based image 
retrieval [3]-[10]. This paper utilizes MPEG-7 DCD
(Dominant Color Descriptor) as the color property. By 
extracting representative dominant colors from images, 
DCD effectively distinguishes images using a few of colors.
This experiment is structured around the MPEG-7 
experiment model (XM) [11]. MPEG-7 Common Color 
Dataset (CCD) and Common Color Query (CCQ)—image 
database provided together with MPEG-7 XM [11]—are 
utilized here.

This paper compares image retrieval results with the 
ground truth of CCD and uses “Averaged Normalized 
Modified Retrieval Rank (ANMRR)”, for a performance 
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evaluation, a performance evaluation method suggested by 
MPEG-7. ANMRR does not only determine if a correct 
answer is found from the retrieval results but also calculates 
the rank of the particular answer in the retrieval results. A 
lower ANMRR value represents better performance.

B. Decision of a threshold of overlapped block selection

In Section 3-A, a threshold is applied to determine how 
much the proportion of overlap should be when selecting 
ROI-overlapping blocks. Here the right value for the 
threshold is experimentally verified. 

(a) Overlapped Proportion (10%~20%)

 (b) Overlapped Proportion (30%~50%)
Figure 7. Results of threshold proportion calculation for ROI-overlapping 

blocks (ANMRR)

In the experiment, the proportion of partially overlapped 
area between blocks and the upper side of ROI are about 
30%~50%. And the overlapped proportion between blocks 
and the lower side of ROI are about 10%~20%. In Figure 7, 
“0%” means that partially overlapping blocks are excluded 
from the retrieval. First, in figure 7(a), as shown in the 
graph, the retrieval performance tends to decrease when the 
proportion of overlap is greater than 0%. This is because
feature values unrelated to ROIs may be excessively
reflected as ROI-overlapping areas constitute only a part of 
the blocks.

Next, in figure 7(b), the retrieval performance is better than 
when partially overlapping blocks are completely ignored
for these blocks, though overlapping with ROIs only in part, 
have an unignorably high share in the ROIs. The results 
show that the proportion of overlap is low, it would be 
undesirable to select such blocks as those corresponding to 
ROIs. Against this backdrop, this paper does not select 
blocks whose proportion of overlap with ROIs is below 20% 
as ROI-corresponding blocks.

C. Comparison of ROI-overlapping block selection   
methods

There are various measures for selecting blocks 
overlapping with ROIs. First, the proportions of all ROI-
overlapping blocks may be reflected as suggested by [8]. 

Second, blocks whose overlapping areas do not exceed the 
threshold may be ignored, as proposed in this paper. Lastly, 
all the feature values of blocks that overlap with ROIs may 
be reflected. The retrieval performance of each method is 
compared through experimentation by using 50 MPEG-7 
CCQ images. Figure 8 shows the results of retrieval 
performance comparison.

Figure 8. Comparison of retrieval performance by ROI-overlapping block 
selection method

In Figure 8, the proposed method shows better retrieval 
performance than the consideration of all blocks overlapping 
with ROIs or the consideration of ROI-overlapping blocks 
by the proportion of overlapping areas [8]. This is because 
the blocks selected using the proposed method fully reflect 
the properties of core areas while ignoring those weakly 
correlated with ROIs.

D. Comparison of multiple ROI-based image retrieval 
methods

Image retrieval experiments based on multiple ROIs are: 
(a) comparing blocks in the same location alone to measure 
the degree of similarity as in [9]; (b) merely examining 
whether the location of ROIs is the same as in [10]; and (c) 
reflecting the relative location of ROIs as suggested in this 
paper. Here all three types of experiment are performed to 
compare their retrieval performance. Figure 9 shows an 
example of multiple ROIs selected from the query image, 
and the results are visualized in Figure 10.

          (a) Anchor               (b) Couple           (c) Playing on the street
Figure 9. Examples of multiple ROIs selected from the query image

In Figure 10(a), the result of retrieval based on the 
proposed method shows the best performance, which is 
7.5% greater than fixed location retrieval [8],[9] and 21.8% 
greater than [10]. This shows that the method considering 
the relative location of ROIs is useful in multiple ROI-based 
image retrieval. Figure 10(b) presents the average retrieval 
time of the three methods. The proposed method takes an 
average of 12.9% longer than fixed location retrieval [8], 
[9]. Compared to the average level of retrieval performance 
improvement measured by ANMRR, 14.7%, this increase in 
retrieval time is not that huge. The actual results of multiple 
ROI-based image retrieval are demonstrated in Appendix A, 
which indicates that the proposed method retrieves the 
largest number of images similar to ROIs.
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(a) Retrieval Performance

(b) Retrieval Time
Figure 10. Comparison of multiple ROI-based retrieval performance

The above experiment proves that, in multiple ROI-based 
image retrieval, searching other locations than those 
designated as ROIs and considering the relative location of 
ROIs improves the efficiency of retrieval and better reflects 
the user’s intent.

V. CONCLUSION

Recently in the field of content-based image retrieval 
system, the method of specifying multiple regions of interest 
(ROI) and undertaking image retrieval on this basis has been 
suggested. However, this method is considered problematic, 
for it measures the similarity of the images without proper 
consideration of the spatial layouts of the ROIs and thus 
fails to accurately reflect the intent of the user. Against this 
backdrop, this paper has proposed a new method for 
multiple ROI-based image retrieval that considers the 
relative location between ROIs and has verified its validity 
through experimentation. The feature values of blocks 
overlapping with user-selected ROIs that have greater 
overlapping areas than the threshold have been extracted 
and compared with those of the target image to measure the 
degree of similarity.

The representative attribute of color is used to determine 
image similarity, and the measurement is done with MPEG-
7 DCD which excels in extracting representative colors of 
an image. This paper has suggested the method of 
considering the relative location of ROIs, along with the 
similarity of image feature values, in multiple ROI-based 
image retrieval. The experiment has shown that the 
proposed method improves retrieval performance by 14.7% 
on average compared to the comparison of global image 
feature values and the comparison of blocks in the same 
location only [8]-[10] whereas retrieval time increases by an 
average of 12.9%. The increase in retrieval time is minimal 
compared to the improvement in retrieval performance. The 
proposed method will be useful in ROI-based image 
retrieval. This paper has only used DCD as the feature value 
of images. Further research should perform as to how to 

reflect various feature values other than color—such as 
texture and object shape—in ROI-based retrieval.

APPENDIX A. EXAMPLE OF EXPERIMENTAL RESULTS
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